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Short description of the project Integration in international projects

elixir a

EOSC-Life

ELIXIR Compute Platform e Metagenomic deployment study (de.NBI)
* (Galaxy workflows (de.NBI)

+  Data Integration for Compute * Tasks in WP Cloud Deployment Services
= (Coordination

 ELIXIR Hybrid Cloud Eco-system .
. . . _ _ _ = de.NBI Cloud resources for EOSC projects
General information on the project * Deploying Reproducible Containers (others: EBI, Finland, Czechia)

and Workflows across Cloud Environments

The de.NBI cloud (www.denbi.de/cloud) is
a fully academic cloud federation, that
provides storage and computing resources
for the life sciences community and is free
of charge for academic use. This federation
is maintained by six German cloud centers.

Freiburg

* Identity and access management

* Training (ResOps Training, Appliance)

: : . [ : * Galaxy Workflow Platf
The de.NBI Cloud is the largest scientific cloud in Germany and ELIXIR Tools Platform . Cloud Appliances
one of the leading European academic clouds in life sciences . Packaging, Containerisation and Deployment = Operations and Support
20| : = =
£ g Focus on compute power =1
S5 Specialized hardware - = E 5 de.NBI Cloud access
S &| | (additionally GPU, FPGA) | CJ
T 20,000 230 TB up to 4 TB
The web-based de.NBI Cloud Portal is the central access point to the de.NBI Cloud
— - federation. Applications for de.NBI Cloud projects have to be submitted by a PI of a
v B Focus on reference data . : . . . : : .
® S| | Dpataandstoragevia L german university or research institution. In the last step the application will be
28| differgfrl(t)tfgceojzorage J e reviewed by a cloud access committee.

38 PB 330 TB

Specialized hardware is available in addition: GPUs, FPGAs

de.NBI Cloud Metrics

*

nght from the start, de.NBI' Cloud Apply for resources Manage existing SimpleVM OpenStack
attracted scientists and developers and | cloud numbers: projects and applications

enabled them to do research in the cloud. |> 800 registered AAl users

. : : » 200 projects
This is reflected in the growing number | ; ;5000 compute cores allocated

of projects and scientists from different de.NBI Cloud Events
universities and research institutions.
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* Getting started with the de.NBI Cloud - GCB

de.NBI Cloud Projects de.NBI Cloud ELIXIR AAI Users Allocated vCPUs _ USER
200 * Galaxy RNA-seq data analysis workshop CLOUD gIIIIEEEII;IFhIIE?_ S
0 * Galaxy Admin Training 2019 USER
o * 7th Galaxy workshop on HTS data analysis MEETING*
120 HEIDELBERG

100 * Miracum whole-exome sequencing pipeline workshop What s it about?

8 0 The 2nd ée NBI Cloud User Meeting is an upcoming 3-day event (03.09.2019-05.09.2019) in
60
40
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* Galaxy training and hackathon 7
de#NBI

 8th Galaxy workshop on HTS data analysis

Confirmed Workshops

your chance of meeting users, developers and administrators using
u feature topics from introduction or use case talks to introduce diffel e Kubernetes Hands-On
(] RNA— S e q WO rkS h O p fo r b e gl n n e rS : fro m (OpenStack. Docker. Kubernetes, Nextflow. ..) to tutorials and work: * OpenStack Introduction
understand how to actually apply the technology in your research. ® Exi ster Setyl
* Using. building and exploring (bio)containers
set

t

ensible Clus!
U‘n‘g Stane‘d tmth Nextﬂo@ & nf-core
ual cluster deployment with Terraform
3 i 7 mmmmm vCPUsOpenstack s vCPUsSimpleVM e= e= ayailable CPU cores .
® Openstack projects m SimpleVM projects “openstack.  nexcflow

Topics discussed at the meeting

sequences to visualization using Galaxy and R conmedspesters .
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* de.NBI Summer School 2019 - (Bio)Data Science

Terraform

* 5th de.NBI Genomics training course

« RNA- - : st | o
d e . N B l C l O u d A S S e S S m e nt RNA-seq workshop for beginners: from sequences to visualization S
*de.NBI - CeBiTec Nanopore Best Practice Workshop 2019

* 4th de.NBI Training Course on Metagenome Analysis

Due to high demand, de.NBI Cloud is preparing a suitable  Environmental Genomics training course | —
_ o _ _ » 314 Tool-Training for Proteomics (cloud-based use of PIA and CalibraCurve)
infrastructure for sensitive data processing. de.NBI Cloud sites

are working with consultancy firm to detect security

vulnerabilities in the infrastructure, IT systems and organization _ _

(e.g. missing policies or processes). Finally de.NBI Cloud will Publications

undergo complex audit processes and an internationally
recognized certification process.
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