DATA ANALYSIS FOR THE COVID-19 RESEARCH

Contributions of the German Network for Bioinformatics Infrastructure
This brochure contains articles describing de.NBI-related COVID-19 projects, which are carried out by de.NBI members using de.NBI resources. In total, there are 15 projects showing how various de.NBI resources can be used in the analysis of large data sets. This booklet demonstrates that without delay the existing diverse bioinformatics infrastructure of the de.NBI network has been employed to address new research questions.

In addition to the extensive COVID-19 research section, the brochure also contains basic information on the de.NBI network. It describes the location and thematic orientation of the eight service centres. Furthermore, the basic tasks of the network, namely service and training, are delineated. Finally, a presentation of the federated de.NBI Cloud and the newly founded de.NBI Industrial Forum is given. Closely connected to the de.NBI network is the German node of the European ELIXIR network. The participation of the German ELIXIR node in COVID-19 research questions is also part of the booklet.

This COVID-19 brochure is strongly research-oriented and is intended to introduce our colleagues in Europe to the de.NBI related COVID-19 activities in Germany. An interview has also been included, which gives the coordinator of the de.NBI network and the Head of Node of ELIXIR Germany the opportunity to report on research activities in the COVID-19 field in Germany and Europe.

The authors of this brochure now hope that the COVID-19 research linked to the de.NBI network will receive great response. We wish all readers an interesting reading.
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The German Network for Bioinformatics Infrastructure (de.NBI) is a national, academic and non-profit infrastructure which was launched by the German Ministry of Education and Research (BMBF) in March 2015. The network consists of eight Service Centers which are specialized in different omics fields assuring excellent services and high level of expertise. With its wide range of bioinformatics know-how, the de.NBI network is aimed to deliver high standard bioinformatics services, comprehensive training, powerful computing capacities (de.NBI Cloud) as well as connections to industrial companies. The de.NBI network assists researchers to more effectively exploit their data and contributes to the advancement of bioinformatics research in Germany and Europe.
The de.NBI network provides a high-quality, coherent, timely, and impactful training program across its eight Service Centers. Current developments in the field of bioinformatics are also addressed in de.NBI symposia, special workshops and annual summer schools. Life scientists learn how to handle and analyze biological big data more effectively by applying tools, standards, and compute services provided by de.NBI.

"de.NBI has evolved to be a leading contact point for bioinformatics training in Germany and Europe and guarantees high quality standards."

Daniel Wibberg
de.NBI Training Coordinator
contact@denbi.de
www.denbi.de/training
In today’s life sciences the handling, analysis and storage of enormous amounts of data is a challenging issue. An appropriate IT infrastructure is crucial to perform analyses with such large datasets and to ensure secure data access and storage. The de.NBI Cloud is an excellent solution to enable integrative analyses and the efficient use of data in research and application. Researchers from the life sciences in Germany can use the de.NBI Cloud free of charge. User meetings are regularly organized to ensure that the requirements of the de.NBI community are taken into account for the future development of the de.NBI Cloud.

“The possibilities of cloud computing open up new perspectives for data processing and analysis in the life sciences.”

---

Peter Belmann
de.NBI Cloud Governance
cloud@denbi.de
https://cloud.denbi.de/get-started/

Project applications are welcome!
Free of charge for German academia!
BEYOND THE VIRUS SURFACE – MULTI-OmICS APPROACHES LEAD TO INSIGHTS INTO SARS-CoV-2 AND COVID-19

COVID-19 has become omnipresent in our lives, and researchers are working at full speed to understand the virus infection and spread. Bioinformatics analysis of multi-omics data on SARS-CoV-2 infection offers a great potential to unravel the puzzles of the SARS-CoV-2 pathogenicity, and ways forward for therapeutic innovation.
OMICS DATA ARE ESSENTIAL FOR THE UNDERSTANDING OF COVID-19 ON THE MOLECULAR LEVEL

Since the COVID-19 pandemic caused the ongoing global health crisis, it was widely recognized to be essential to gain a better understanding of the molecular mechanisms driving the infection, and - more critically - to understand the different degrees of severity in patients. Different types of COVID-19 related omics data have thus been collected in local, but increasingly concerted efforts in Germany, such as the German COVID-19 OMICS Initiative (DeCOI; www.decoi.eu). These include virus and patient genomes, as well as transcriptomics, proteomics data revealing the expressed proteins, and associated phenotypic/clinical data describing disease progression, therapies, and outcomes. Although the initiative described here focuses on the omics data, we would like to point out that linking these data to associated clinical data (e.g., as collected in clinical studies such as LEOSS or NAPKON) will be critical to interpret the omics data or to build predictive models.

Clearly, sequencing the SARS-CoV-2 genome is important to understand the virus, but also to trace infection chains and detect changes in the virus that could indicate changes in its infectiousness. As with other viruses, it is essential to study SARS-CoV-2 in context, by understanding patients’ genomes, and critical aspects of the host immune response. Different patients experience drastic differences in severity of a SARS-CoV-2 infection, which is in part related to their genetic characteristics. Exome sequencing, whole-genome sequencing, epigenome or transcriptome sequencing and single cell sequencing in patient samples can be essential to predict severity and progression, and thus choose appropriate therapeutic options. Crucial added value is generated by integrating these data types: for example, host genomes and virus genomes, as well as clinical progression and outcomes are critical to build integrated models or to understand mechanistic details. Since data quality is key for the success of such modelling efforts, this requires a concerted effort to establish data standards, workflows and approaches to harmonize data on a national and European level. These efforts profit tremendously from central data and computing infrastructures such as GHGA and the de.NBI Cloud.

COMPLEMENTARY AND COMPATIBLE INFRASTRUCTURES ENGAGING IN COVID-19 OMICS DATA GENERATION, PROCESSING AND SHARING

GHGA

Human genome sequencing and other omics data modalities are of critical importance for biomedical research and the future development of healthcare. The German Human Genome Phenome Archive (GHGA, http://www.ghga.de), a novel national infrastructure that will be established as part of the national research data infrastructure initiative will provide the means to meet both the desire to handle omics data in an open and FAIR manner and the need to keep personal data safe and secure. Distinct from existing European infrastructures, setup as a National consortium, GHGA will be able to effectively address the legal requirements specific to Germany, enabling German researchers to help shape future international standards for omics data exchange, also in the context of COVID-19 data. The employment of the de.NBI Cloud for data processing and thereby avoiding the transfer of sensitive data to (inter)national partners will help to mitigate some of the risks associated with working with sensitive data (Figure 1).
**DeCOI**

DeCOI (http://www.decoi.eu) is a German national network, founded in March 2020, which aims to generate next-generation sequencing (NGS)-based omics data for COVID-19 research. It has been established as a network to make a specific contribution to the COVID-19 crisis through the use of NGS technologies. DeCOI currently involves more than 88 members from 45 institutions in 22 cities across Germany that bring together expertise in NGS data generation (Figure 2). GHGA is one of the founding consortia of DeCOI, which in collaboration with de.NBI offers extended expertise in data management and data analysis for the COVID-19 omics data generated.

**de.NBI/ELIXIR-DE Task Force for human COVID-19 omics data**

de.NBI and GHGA is working together with the European Bioinformatics Institute (EBI) and its European Genome-Phenome Archive (EGA), and with other collaborators within the ELIXIR-CONVERGE project, to establish a European COVID-19 Data Portal. Submission of COVID-19 omics data to the COVID-19 Data Portal will be coordinated by the de.NBI/ELIXIR-DE task force for human COVID-19 omics data. Data stewards will provide assistance during data submission (helpdesk) and metadata curation for COVID-19 data in a human context, to enable these data to become interoperable before they are uploaded into the COVID-19 Data Portal. While we envision that initially data will come primarily from DeCOI, the de.NBI/ELIXIR-DE task force will offer submission assistance and metadata curation also for other related datasets from Germany.

**Bioinformatics tools**

Bioinformatics tools that will support this activity range from the whole spectrum of omics-related bioinformatics tools available through de.NBI, from sequence alignment to read quantification, differential gene expression analysis etc.

**SERVICES AND ACTIVITIES**

GHGA, DeCOI and de.NBI have joined forces and established a task force that will bridge national activities related to COVID-19 research to international activities and in particular the COVID-19 Data Portal. The task force has the mission to facilitate the consistent curation of human omics data and will provide extended submission support via dedicated data stewards. Generated datasets will be submitted to both national (GHGA) and international (EGA) archives, to facilitate uptake and secondary use. Nationally, the COVID-19 human omics task force will foster connected activities, the sharing of omics data and the deployment of novel analytical methods, including AI, to fully exploit the data being generated. Data submitted to GHGA will additionally be made available to authorized users in the de.NBI Cloud. This provision of infrastructure and data will make it possible for all researchers to investigate their ideas independent of local infrastructure constraints (a single human genome for example requires about 150 GB of storage).
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**MANAGING OMICS DATA IN THE CONTEXT OF THE COVID-19 PANDEMIC**

**DeCOI**

DeCOI (The German COVID-19 OMICS Initiative, DeCOI, which combines >88 groups from >45 institutions based in Germany) is operated at EMBL-EBI and uses the infrastructure of the federated national research cloud with six different sites financed by the German federal ministry of education and research (BMBF), provides hardware infrastructure (IaaS) as well as software (SaaS) and support.
The spread of COVID-19 is monitored by testing for SARS-CoV-2 RNA in the human nose and throat. However, the isolated virus RNA is not routinely sequenced, leaving the highly informative pattern of virus mutations unexplored. We here present our workflow for establishing high-quality complete genome sequences. Comparative analyses with SARS-CoV-2 genomes in databases and from presumed members of infection chains or infection clusters yield critical new information to be used for epidemiological surveillance and, on the longer run, on virus evolution.

Mutational signatures are highly informative for tracing infection chains and virus evolution

The deadly COVID-19 pandemic arose in China in late 2019 and spread over the whole planet within weeks. As of 12/2020 more than 67 million infections have been reported and over 1.5 million COVID-related fatalities. The genome of the COVID-19 causing SARS-CoV-2 consists of single stranded RNA and has a length of 29,903 nucleotides. Testing for the virus is routinely done by quantitative reverse transcriptase real-time PCR (qRT-PCR), and by measuring the abundance of RNA for regions of specific virus genes. Most frequently, the virus genes N and E are targeted, and a detection of these transcripts in levels higher than a threshold means a COVID-positive diagnosis. In fact, since the ct-value (cycle exceeding threshold) of qRT-PCR is inversely proportional to the original relative transcript amount, low ct-values mean higher virus loads.

Beside its mere presence, the SARS-CoV-2 RNA has much more information to offer. The multiple copying of virus RNA in infected human cells leads to ‘copying errors’ (mutations). Since the frequency of these mutations is low and does not occur in any patient, transmission of the virus normally conserves a mutation pattern and an infection chain can be traced back by identical or very similar mutations.

As the mutation pattern of the virus provides a further measure to validate infection chains and identify ‘hot spots’ or problematic environmental settings in which larger numbers of transmissions occur. SARS-CoV-2 genome analysis has emerged as a powerful tool for epidemiological surveillance in many countries. However, as compared to routine testing by qRT-PCR, today only a tiny fraction of SARS-CoV-2 genomes have been sequenced.

In addition to this, isolated virus RNA is often discarded by the testing labs after the assay and not comprehensively available for the sequencing labs.

**NANOPORE SEQUENCING OF CoV-2 GENOMES USING THE ARTIC NETWORK PIPELINE**

Any medical testing is critically dependent on standardisation. One of the early attempts to provide a standardized workflow for SARS-CoV-2 genome analysis came from the ARTIC network (https://artic.network/). This network aims for a ‘real-time molecular epidemiology for outbreak response’ for several emerging viral diseases. As such, it provides an end-to-end solution from the virus outbreak itself up to epidemiological information that is interpretable and actionable by public health bodies in a near real-time manner.

The workflow is assembled around a ‘real-time’ single molecule sequencing technology, nanopore sequencing. The sequencing devices are small, portable and affordable. They can be used not only in the lab, but also in the field and in other low-tech settings.

We originally adopted the ARTIC network protocols for SARS-CoV-2 sequencing and slightly modified them in the course of our work to reduce workload and processing times (Figure 1). Starting from a qRT-PCR-positive RNA sample, the processing steps in the lab comprise quality and quantity control by capillary electrophoresis, reverse transcription of single-stranded virus RNA into its double-stranded cDNA equivalent and in generating so-called amplicons for nanopore sequencing from the cDNA by standard PCR. The amplicons are generated in pools and cover the whole virus genome. In the ARTIC network protocols, two sets of 48 primer pairs each ensure that...
the whole virus genome is covered in an overlapping fashion similar to roof tiles. From these amplicon pools, a sequencing library is generated and sequenced on a nanopore sequencer, in our case a GridION XS (Oxford Nanopore Technologies Inc.). Since sequencing is very fast, it only takes minutes to a few hours to generate sufficient sequence information to be analyzed for mutations. Due to the inherent error rate of the nanopore sequencing technology, a certain coverage of reads (~50-fold) is needed to establish the correct amplicon sequences. The ARTIC network protocols also include software running on the raw nanopore data for experiment control and another software pipeline for matching the amplicon sequences to a SARS-CoV-2 reference genome. Putative mutations have to pass several filtering steps and need to be identified by more than one method to avoid false positive calls.

Although the protocols work fine in general, there are several sources of problems, especially prominent for samples with low virus RNA concentrations. In addition, the original workflow took us 8 hours for one sequencing cycle, however, with the possibility to process 24 samples at the same time. We were able to simplify the protocol and to shorten the processing time considerably by using fewer but longer amplicons which also enable the use of a faster library preparation protocol. With the experimental modifications, including new sets of PCR primers, we are now down to 4 hours processing time for 12 samples at the maximum. Further problems in the workflow could arise by a drop-out or low sequence coverage of individual amplicons that have to be redone. As mentioned above, these problems are the more frequent, the lower the virus RNA concentration is. At last, we aim at individually validating every called mutation by at least one complementary technology, either classical Sanger sequencing of amplicons or by transcriptome sequencing using the illumina sequencing technology. In addition, we have established our own project management and quality control pipeline around the ARTIC network software, allowing us to integrate all sequencing and mutation detection information and providing a real-time view on all samples in the sequencing project (Figure 2).

Mutations are displayed at the bottom of the SARS-CoV-2 genome annotation. Curation and blue lettering used for mutations defining the B.1.1.7 lineage. Sample summary is obtained using green boxes on top of the tiled amplicon locations are visualized by transcriptome sequencing using the illumina sequencing technology. In addition, the original workflow took us 8 hours for one sequencing cycle, however, with the possibility to process 24 samples at the same time.

The workflow described above mostly leads to full-length high-quality SARS-CoV-2 genomes. It has to be mentioned, however, that mutations at the ultimate ends of the virus genome (30-50 nucleotides) cannot be called because of the use of specific primers for amplicon generation. Nevertheless, the remaining virus genome gives not only a bar code for tracing virus infection chains, but in the longer run also for tracing virus evolution.

Our specific interest is in a survey of cases in a smaller region in eastern Northrhine-Westfalia that is called ‘Ost-westfalen’ (OWL) and there, specifically, the districts of Bielefeld and neighboring Gütersloh. We obtained samples from a Bielefeld clinic (Evangelisches Klinikum Bethel) and a local testing lab (MVZ Diamedis GmbH). The survey started with samples obtained in March 2020 up to May 2020, when this original low prevalence region had an infection hot spot in a local meat processing plant affecting more than 2,000 workers and people in the surrounding area (Figure 3).

Although especially the mentioned outbreak attracted international attention and scientific interest [1], there is ample information also specifically in the longer time regional survey. Virus genome comparisons not only show the spread of viruses with additional mutations from the ‘meat processing plant outbreak into the next district, but also short infection chains that appear to have been successfully contained. In this line, we have observed mutations that have never been found elsewhere. Also, the plethora of samples we have sequenced so far does not support the idea of a long range transmission from other parts of the world to our region. This, however, is expected to change in the course of the recently ending holiday season.

Besides providing surveillance data, we will learn a lot on virus evolution through comprehensive and temporally resolved mutation patterns.

It can only be hoped that government and science funding bodies provide resources to establish these data sets in the near future.
Important building blocks that are critical for success are well-annotated databases (GI4AID for example; https://www.gisaid.org) and powerful bioinformatics tool sets such as Nextstrain (https://nextstrain.org), [2]. In addition, it is critical to involve not only the virus sequencing labs but to build national and international alliances between scientists from a broad spectrum of fields. Initiatives like DeCOI (German COVID-19 Omics Initiative; https://decoi.eu/1) or the European Leoss network (https://leoss.net/) are a step in the right direction and also a better way to address governmental bodies or policy makers.

CONCLUSIONS
The continuous and comprehensive survey of SARS-CoV-2 genomes and analyses of their mutational patterns has proven successful for epidemiological surveillance and will deliver also critical data on virus evolution in the longer run. Therefore, despite being a threat to mankind, the COVID-19 pandemic might speed up the establishment of functional genome-based epidemiological surveillance systems in general.
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24 of the ORF1ab polyprotein to illustrate ribosomal frame-shifting and production of SARS-CoV-2.

Here, we chose the element involved in the ribosomal frame-shifting and production of the ORF1ab polyprotein to illustrate the usefulness of computational approaches in analyzing the RNA biology of SARS-CoV-2. The GLASSgo algorithm was used to identify homologous sequences in more remotely related viruses. LocARNA aligns RNA sequences with unknown structure and predicts a consensus secondary structure, illustrated here for the set of homologous RNA fragments identified by GLASSgo. Finally, we show that the CARNA algorithm can predict pseudoknot structures in the SARS-CoV-2 frame-shift control region that are close to the structures experimentally determined by NMR.

These algorithms are developed, maintained, and provided by the RNA Bioinformatics Center, a resource for RNA-focused bioinformatics research and teaching. The tools possess substantial potential to facilitate the comparative analysis of RNA elements in SARS-CoV-2.

**STRUCTURED RNA ELEMENTS IN SARS-CoV-2 ARE FUNCTIONALLY RELEVANT**

The Severe Acute Respiratory Syndrome Coronavirus [1] (SARS-CoV-2), the etiological agent of the Coronavirus Disease 2019 (COVID-19), was discovered by the end of 2019 in China [1] and has since been developed into a catastrophic global pandemic. Similar to other human pathogenic viruses such as the coronaviruses SARS [2] and MERS-CoV [3], but also Zika [4], West Nile Virus [5], Dengue virus [6] and many others, SARS-CoV-2 belongs to the group of positive-strand RNA viruses. Hence, their single-stranded RNA genomes can act directly as mRNA.

Segments of RNA fold and behave in peculiar ways that are functionally relevant and may constitute pharmacological intervention targets. That is not different for the Betacoronaviruses to which SARS-CoV-2 belongs.

Therefore, workflows, algorithms, and analytical tools specifically developed to analyze molecular RNA data are crucially relevant for understanding the properties of SARS-CoV-2 and ultimately developing suitable antibodies. In the quest for effective therapies, transcriptional host responses to infections with SARS-CoV-2 are of particular interest. Similar to earlier work on negative-strand RNA viruses [7], a recent study compared the transcriptional host responses to infections with SARS-CoV-2 to the SARS-CoV frame-shift control region that are close to the structures experimentally determined by NMR.

In the quest for effective therapies, transcriptional host responses to infections with SARS-CoV-2 are of particular interest.

With the first sequenced SARS-CoV-2 isolate, Wuhan-Hu-1 (29,903 nt), at hand [1], it is possible to analyze these structures in detail. Several cis-acting RNA elements were shown previously in related coronaviruses to be functionally important. These include secondary structures in the 5′ and 3′ untranslated regions (UTRs) relevant for the regulation of RNA synthesis, viral replication, and packaging [8]. The 3′ UTR can form alternative RNA structures that contribute to the control of RNA synthesis at various stages, including a 3′ UTR pseudoknot [9]. A complex RNA structure consisting of a three-stemmed pseudoknot [20], an attenuator hairpin, and a so-called ‘slippery site’ is in SARS-CoV-2 critically relevant to produce the ORF1b polyprotein via programmed ribosomal −1 frame-shifting [20–23].

It can be expected that many more functionally relevant RNA structures exist in the SARS-CoV-2 genome. There is evidence for secondary structures that form in vivo and support the evolution of novel regulatory motifs and mechanisms in the SARS-CoV-2 genome [24]. However, such potential novel RNA elements have mostly remained unexplored thus far. Currently, an abundance of primary SARS-CoV-2 genome sequences is being produced, and this can be accessed through the NCBI SARS-CoV-2 Resources interface at [https://www.ncbi.nlm.nih.gov/sars-cov-2](https://www.ncbi.nlm.nih.gov/sars-cov-2) with 22,981 complete and nearly-complete natural genomes available today [September 08, 2020].

**COMPUTATIONAL TOOLS FOR THE ANALYSIS OF SARS-CoV-2 STRUCTURED RNA ELEMENTS**

Therefore, tools for the computational analysis of these sequence data are crucial. Primary genome sequences can be analyzed and integrated with proteomic, cheminformatics, and other datasets on the Galaxy open-source platform (see [https://covid19.galaxyproject.org](https://covid19.galaxyproject.org) and [25]). Complementary to this, cyberinfrastructure for addressing virtually all aspects of RNA-related analyses has been compiled by the RNA Bioinformatics Center (RBC). This center comprises all major bioinformatics groups in Germany that are devoted to the...
study of RNA. These groups are located at the University of Freiburg, the University of Rostock, the Max Delbrück Center – Berlin, and the Leibniz Institute on Aging in Jena. Although the different groups are geographically dispersed, they closely collaborate and provide a central online resource for RNA-focused bioinformatics research and teaching [28].

The center provides tools for the RNA-related data analysis ranging from transcriptome analysis [27] to RNA sequence and structure analysis [28], the prediction of sRNA and miRNA targets [29,30], and sequence and structure similarity [37]. Here, we illuminate the power of some of these tools using the sequence from the SARS-CoV-2 genome that controls the programmed ribosomal −1 frame-shifting for the production of the ORF1ab polyprotein. Taking a 118 nt fragment containing the critical RNA elements as the basis, homologous sequences in more remote viruses can be identified efficiently using the GLASSgo algorithm [33]. Naturally, homologous sequences can be identified in other coronaviruses but also in more remote viruses (Figure 1). The GLASSgo algorithm was initially developed for the identification of bacterial small regulatory RNAs (sRNAs) homologous to a given query sequence, where it has become very popular [34,35]. However, bacterial sRNAs are short, structured RNAs with unknown structure and predicted secondary structures. In contrast, the annotated MARNA [40], LocARNA considers the sequence and structure similarity [37]. Another tool, LocARNA, computes multiple RNA alignments based on their sequence and structure similarity [37]. In this way, the hue shows the sequence conservation of the base pair. The saturation decreases with the number of incompatible base pairs. Thus, it indicates the structural conservation of the base pair.

The RefSeq identifiers refer to the following viruses: NC_027677.1, Bat coronavirus HKU4; NC_003045.1, Bovine coronavirus; NC_006577.2, Human coronavirus OC43 strain ATCC VR-759; NC_006213.1, Human coronavirus HKU24 strain HKU24-R05005I; NC_009019.1, Bat coronavirus HKU1; NC_003045.1, Bovine coronavirus; NC_009019.1, Bat coronavirus HKU1; NC_010646.1, Beluga Whale coronavirus isolate PREDICT/PDF-2180; NC_017083.1, Rabbit coronavirus HKV4; NC_029271.1, Betacoronavirus BCoV isolate SCCDC1 356; NC_003045.1, Bovine coronavirus; NC_006213.1, Human coronavirus HKU24 strain HKU24-R05005I; NC_034440.1, Betacoronavirus Erinoavirus VMCEU2012 isolate ErinoavirusCov2012-747/GER/2012; NC_019381.1, Bat coronavirus isolate PREDICT/PDF-2180; NC_019846.1, Mouse hepatitis virus strain MHV-A59 C12 mutant; NC_019381.1, Bat coronavirus Park er; AC_000192.1, Murine hepatitis virus strain JHM; NC_048327.1, Murine hepatitis virus strain AS9; NC_078033.1, Rabbit coronavirus
The GLASGo algorithm was initially developed for the identification of bacterial small regulatory RNAs (sRNAs) constraints or even enforcement of fixed input structures is possible. LocARNA is best suited to compare structural RNAs, in particular, of low sequence similarity. However, similar to many other programs used to predict structured RNA elements, LocARNA cannot consider putative pseudoknots such as those relevant in the SARS-CoV-2 ORF lab control region. Another tool for multiple alignments of structured RNA sequences, CARNA, can be employed. CARNA is able to consider pseudoknots and represent those in the form of a so-called ‘consensus’ graph [28].

CARNa successfully predicts the pseudoknots in the SARS-CoV-2 frame shift control region (Figure 3). For this result, we used as input only the 69 nt structure-relevant region of five sequences aligned in (Figure 2) and a sequence-relevant region of five sequences [28] that were used as input only the 69 nt structural RNAs, in particular, of low sequence similarity. However, similar to many other programs used to predict structured RNA elements, LocARNA cannot consider putative pseudoknots such as those relevant in the SARS-CoV-2 ORF lab control region.

From the formation of pseudoknots using LocARNA algorithm v1.3.3 [28]. A: Dot plot illustrating the CARNA algorithm v1.3.3 [28].

FIGURE 3: Multiple alignments of RNAs considering the formation of pseudoknots using LocARNA algorithm v1.3.3 [28]. A: Dot plot of conservation. The lower left triangle of the dot plots contains the average dot plot column of conservation. The lower left triangle of the CARNA algorithm v1.3.3 [28]. A: Dot plot illustrating the CARNA algorithm v1.3.3 [28].
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Molecular interactions between proteins are central to all biological processes, whether this is the normal human kidney cell, bacterial cell division or the process by which a virus invades and takes over a human host cell. Known the molecular details of how proteins interact can provide a deeper understanding of disease and more importantly can suggest new potential points for therapeutic intervention. At this point, still little is known about the mechanism of how SARS-CoV-2 and human proteins interact, though initial candidates have been identified [1]. In this work, we use preliminary data and a battery of computational techniques to predict the molecular details of how SARS-CoV-2 bind to human proteins, both on the cell surface and within the cell after the virus has penetrated the cell.

It is well established that viruses often hijack host cellular networks by exploiting natural interaction mechanisms [2]. Often this is via a mimicry of peptide segments, or linear motifs [3, 4] which are short protein stretches used all over biology to facilitate interactions between human proteins [5]. For instance, the NS1 protein of influenza A H3N2 exploits a mimic of a human histone peptide sequence to direct gene expression in target human cells. Since it is likely that SARS-CoV-2 exploits such strategies when infecting humans, we predicted possible points of interaction between virus and human proteins via a computational pipeline (Figure 1). For each pair, we looked for candidate protein segments that could, in principle, interact with each other.

A major aspect of this was to first establish often distant relationships between SARS-CoV-2 proteins and other proteins of known three-dimensional structure using a sensitive, but computationally intensive, sequence database searching procedure [6]. This provided structural matches for more SARS-CoV-2 segments than would come by traditional sequence comparison. We currently run this program via the de.NBI HD-HuB Cloud.

Viruses are known to hijack features of human host proteins to alter cellular systems for their own benefit. As it is not yet known whether SARS-CoV-2 exploits similar hijacking mechanisms, we used a battery of sophisticated protein bioinformatics tools to predict them, providing a number of putative mechanistic insights into how the virus alters human systems. Our ranked list of SARS-CoV-2/human interaction mechanisms (often involving short linear motifs) immediately suggest possible therapeutic targets for COVID-19.
in contact inside previously determined structures. We also used motifs curated in the ELM [5] databases to find putative motifs in SARS-CoV-2 proteins and their counterpart domains inside human proteins.

This process identified an initial set of 22,740 possible interaction points. We know that the vast majority of these will be false positives, owing to the simplicity of certain peptide motifs, which makes random instances very likely. We therefore sought to use additional, contextual information on protein and gene function to filter out unlikely pairs (e.g. similar to [8]).

This filtering left only a few tens of interaction points, which we then ranked using an assortment of statistical and bioinformatics metrics. Importantly, this process identifies several known interactions, including the SARS-CoV-2 Spike protein binding to human ACE2 [9]. There are also several tantalizing new potential interaction points between SARS-CoV-2 and human proteins. For example, the viral nsp12 protein contains a motif that (in other contexts) interacts with guanylate kinases. These proteins play critical roles in recycling GMP/cGMP, the second messenger that plays key roles in NO metabolism and vascular muscle control [10, 11]. It is tempting to suggest a potential viral interaction critical aspect of vascular system function. Indeed, other groups have, via different approaches, suggested guanylate kinase could indeed be a drug target for COVID-19 [12].

In the next 18 months, we plan to update this pipeline using the flood of new SARS-CoV-2 data and also to test key candidates using biophysical and biochemical assays for binding. Validated interaction points between SARS-CoV-2 and human proteins will provide possible novel points for therapeutic intervention, potentially (e.g. as for guanylate kinase) with compounds already available in the clinic.

Overall, this study demonstrates that existing techniques and datasets, when organized into a suitable pipeline and coupled to sufficient compute resources, can provide new insights into a system like SARS-CoV-2 in a relatively short time. We anticipate that our approach can be applied to other human pathogens, or indeed the wider set of acute clinical issues, where mechanistic insights are critical for the discovery of new points of therapeutic intervention.

FIGURE 1: Schematic of pipeline to identify the candidate SARS-CoV-2 SLiMs: Interacting human proteins.
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In less than a year COVID-19 has caused over 1 million deaths, making it vital to better understand the biological mechanisms that enable the infection and disease progression. We exploit single cell RNA sequencing to identify target cells of the virus, describe how over-activation of the immune system furthers disease progression, and provide community access to this data via the cloud.

The COVID-19 pandemic has had widespread social, healthcare, and economic impact. It has been 100 years since a similar event of comparable scale, the Spanish flu, and just over a decade since the previous outbreak of the SARS coronavirus that was limited to far east Asia. The COVID-19 epidemic has had a dramatic effect on many lives, and as such the global scientific community has mobilized to unravle the mechanisms driving the disease to identify better strategies for clinical management of patients and ultimately the development of a preventative vaccine. One such major effort was led by Professor Roland Eils, the founding director of the Center for Digital Health at BIH and Charité. Working within a multidisciplinary team consisting of physicians, biologists, epidemiologists, bioinformaticians and mathematicians, they identified which cells in the lung could in principle be infected by SARS-CoV-2, a team of scientists operating under the German Center for Lung Research (DZL) from the Charité, BIH and Thorax Clinic at the University Hospital of Heidelberg examined nearly 60,000 individual cells from healthy lung tissue and cells from the subsegmental bronchial branches of the lung cultured in an Air-Liquid Interface (Figure 1). They found that ACE2 and TMPRSS2 transcripts were expressed in very few cells, which were determined to be transient secretory cells that were intermediates between the well-described goblet and ciliated cells.
OVER-ACTIVATION OF IMMUNE RESPONSE ACCELERATES SARS-COV-2 INFECTION AND TISSUE DAMAGE

After determining the most vulnerable cells to infection, the team investigated COVID-19 patient samples together with the Department of Virology at Charité and the Clinic for Anaesthesiology and Intensive Therapy at University Clinic Leipzig. The team collected patient samples from the upper airway by nasopharyngeal swabs. These samples represent the first point of contact with SARS-CoV-2 before it descends into the lungs. With this data they analysed ~160,000 cells obtained from both COVID-19 patients and SARS-CoV-2-negative donors to identify the major epithelial and immune cell components of the samples, and comprehensively analysed how the abundance and transcriptional patterns of these cells are perturbed upon infection. They found that epithelial cells showed an average three-fold increase in expression of the SARS-CoV-2 entry receptor ACE2, which correlated with interferon signals by immune cells (Figure 2). Furthermore, the epithelial cells with the most virus positive cells were ciliated and secretory cells, which also exhibited ACE2 expression. They also found a population of interferon gamma responsive cells that were undergoing a differentiation short-cut to become ciliated cells in response to the infection. This essentially added fuel to the fire since ciliated cells are one of the prime targets of SARS-CoV-2!

FRIEND OR FOE? SARS-COV-2 HIJACKS HOST BIOLOGY TO LETHAL EFFECT

MULTI-OMICS APPROACHES IN COVID-19 RESEARCH

FIGURE 2: Dissection of the transcriptional landscape of cell types and states in the upper airways identifying secretory and ciliated cells to be targets of SARS-CoV-2 infection. Figure adapted from [2].

FIGURE 1: Sampling sites in the lung and major cell types in human bronchia profiled using single-cell and single-nucleus RNAseq to identify cells vulnerable to SARS-CoV-2 infection based on expression of the host cell entry co-factors. Figure adapted from [1].
They also observed increased levels of immune-epithelial signalling in critically affected patients. The hyper-activation of the chemokine and cytokine signalling pathways were postulated to cause the major destruction of lung tissues during infection. In critical COVID-19 cases, they observed induction of CCL2 and CCL3 in macrophages alongside increased expression of their receptor CCR1 – this binding can induce monocyte recruitment into the lung followed by both recruitment and activation of more immune cells and further epithelial damage.

**CLINICAL IMPACT**

The authors further describe possible therapeutic exploitation of these results. While targeting the virus and virus receptors are the obvious targets, they hypothesize that it is the hyper-activation of the immune system that causes the severe and critical COVID-19 responses that may lead to fatalities. At the time there were already efforts focussing on certain aspects of the host immune response and this study elucidates that targeting of certain chemokine receptors is promising.

**ACCELERATING RESEARCH IN THE COMMUNITY**

While the scientific and medical conclusions drawn from the study were of extreme importance, sharing the data generated in such studies is paramount – it enables further in-depth analysis, meta-analysis, test hypotheses and generate new ones. As such, with the de.NBI cloud team in Berlin, they created an interactive data browser based on Magellan with the goal of providing free access to this valuable data resource to the scientific and medical community. The browser is accessible via https://digital.bihealth.org, with announcements of updates available on http://www.hidih.org/projects/covid-19-sars-cov-2.

---

**FIGURE 3:** Screen shot of the de.NBI COVID-19 Magellan browser showing expression dynamics of ACE2 in different cell types.
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BIOINFORMATICS TOOLS FOR ANALYZING COVID-19 DATA

Development of novel bioinformatics solutions to study coronaviruses as well as careful adaptation of existing tools provides answers to a wide range of biological, medical, and epidemiological questions about SARS-CoV-2 and COVID-19. In the future, bioinformatics will take a key role providing researchers the opportunity to better understand the biology of the virus.
ANALYZING SARS-CoV-2 CHROMATOGRAMS AND MUTATIONS USING THE GENOME ANALYSIS SERVER GEAR

The GEAR genome analysis web server (www.gear-genomics.com), offered through de.NBI via the European Molecular Biology Laboratory (EMBL) in Heidelberg, has been extended in early March 2020 to help address the global COVID-19 health crisis. This article describes how these extensions enable analyses of SARS-CoV-2 chromatogram traces as well as viral mutations.

GEAR: A GENOME ANALYSIS WEB SERVER

One of the missions of the Genomics Core Facility (GeneCore) and of the Korbel group at EMBL Heidelberg is the development of key methods for the analysis of genomic variation - these efforts have led to tools widely used in genetics communities (e.g. [1], [2] and [3]). To complement these command-line tools geared towards bioinformaticians, we launched in 2017 a genome analysis web server (GEAR, https://www.gear-genomics.com/ [4]), with online applications to facilitate the use of different DNA sequence-oriented bioinformatics tools for molecular biologists.

GEAR hosts a multitude of applications for wet lab scientists including to analyse Sanger traces, discover DNA variants, verify engineered CRISPR/Cas9 mutations, design PCR primers and perform DNA sequence analyses (https://www.gear-genomics.com). These openly accessible web applications are part of EMBL’s de.NBI/ELIXIR-DE offerings, and the web applications are actively developed and maintained by members of GeneCore and the Korbel group. All code is open-source and freely available in the GEAR software repositories (https://github.com/gear-genomics), including the code for the web server front-end applications and the backend genomics analysis software. Among other command-line applications, the backend code includes Tracy [4], a method to rapidly analyze Sanger chromatogram traces, which is available on Bioconda [5] as a statically linked binary or as a Docker/Singularity container.

Notably, the web applications are installation-free and only require a web browser to be installed by the user. Figure 1 shows the landing page of GEAR, and below is an outline of some of the most commonly used GEAR online applications:

1. Sanger chromatogram trace analysis
   a. Teal: Interactive trace viewer
   b. Sango: Sanger trace alignment against a pre-index genome, a custom FASTA file or a wildtype chromatogram trace
   c. Indigo: Trace allele decomposition, variant calling and variant annotation using Ensembl web APIs
   d. Pearl: Local trace assembly with or without a guiding reference sequence

2. PCR primer design
   a. Primer3Plus: Design primers for a user-defined DNA sequence
   b. Silica: Virtual in-silico PCR across entire genomes

3. NGS applications
   a. Alfred: Interactive visualization of genomic sequence alignment metrics
   b. Ancient: Deep neural network based ancestry prediction of NGS samples
   c. Ilgen & Elbistro: Heuristic DNA barcode generator and base distribution charts
   d. Halo: Browser for haplotype-resolved genomic data

4. Auxiliary web applications
   a. Maze: Interactive pairwise alignment visualization
   b. Sabre: Versatile multiple sequence alignment browser
   c. Salt: Pairwise sequence alignment computation

Several of the applications are client-only which means the application runs directly in the browser cache once downloaded even in offline mode (i.e. Ancient, Maze, Sabre or the Wily-DNA editor). This enables, for instance, predicting the ancestry of a sample using ancient without potentially breaching privacy as genetic data do not need to be uploaded to a public server. Other applications that do require pre-computed genome indices follow a classical client-server architecture (i.e. Sage, Indigo or Silica) which enables rapid DNA variant calling or in-silico PCR across mammalian-sized genomes within seconds. The GEAR web page (Figure 1) receives more than 10,000 http/https requests per month with approximately 38% coming from the US, 16% from Europe, 9% from China and 37% from other countries. For client-server applications such as the trace analysis suite of tools (Teal, Sage, Indigo and Pearl), we are processing an increasingly large number of traces per month on the GEAR server (Figure 2). The various backend applications are frequently downloaded from Bioconda: Alfred (~24,000 total downloads, [3]), Tracy (~1,000 total downloads, [4]) and Dicey (~2,000 total downloads, unpublished).

---

---
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---
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RECENT DEVELOPMENTS DURING THE COVID-19 PANDEMIC

To help address the global COVID-19 health crisis, GEAR was extended in early March 2020 to enable direct analyses of SARS-CoV-2 chromatogram trace files. We incorporated the SARS-CoV-2 reference genome to facilitate viral genome related analyses including primer design and SARS-CoV-2 mutation calling. In particular, Indigo can provide utility in this context through its ability to decompose more complex SARS-CoV-2 mutations, such as insertions or deletions. Indigo calls variants with respect to a reference genome and hyperlinks all variants to the original position in the chromatogram trace, which allows users to quickly explore potentially noisy chromatograms arising from mixtures of viral SARS-CoV-2 genomes. The application also features an alignment of the decomposed alleles to the SARS-CoV-2 reference as outlined in Figure 3. The backend software of Indigo can be used on the command-line to generate standard variant call format files (VCF), which allows the rapid analysis of hundreds of SARS-CoV-2 chromatogram trace files in batch. Another noteworthy application, in the context of the COVID-19 health crisis, is Pearl, a bioinformatics tool enabling reference-guided assembly of multiple trace files of viral origin. Pearl aligns traces to a specified reference sequence (or an assembled consensus sequence), and then conveniently highlights conflicts and mismatches between the reference and all uploaded chromatogram trace files (Figure 4). This enables a direct identification of (1) clonal mismatches, colored red, where all traces disagree with the reference, (2) sub-clonal mismatches, colored orange, where some traces disagree, (3) clonal matches, colored green, where all traces agree with the reference and (4) sites without trace data, colored grey. By design, Pearl then allows the user to quickly browse all conflicts (potential SARS-CoV-2 mutations) and users can interactively edit the SARS-CoV-2 reference sequence to establish the ‘personalized’, sequenced SARS-CoV-2 viral genome that can be exported in FASTA format.
In summary, the inclusion of the SARS-CoV-2 genome enables COVID-19 researchers to readily align and analyze COVID-19 chromatogram trace files (Teal and Sages), including services to call SARS-CoV-2 mutations (Indigo) and services to jointly analyze multiple viral sequence fragments simultaneously (Pearl). For large-scale users, we additionally devised an open-source command-line application, called Tracey [4], which we made available for the Linux and Mac OS platform, via Bioconda [5]. Envisioned future work includes the rapid extraction of viral sequences from whole-genome DNA sequencing data sets using new methods that leverage thousands of human genomes to quickly extract the subset of unobserved reads in a patient sample. This method, termed rdxon (https://github.com/tobiasrausch/rdxon), is currently in development and will complement currently available GEAR applications for viral genome analyses.
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SUMMARY AND OUTLOOK

FIGURE 4: A schematic of the Pearl online application that shows the overview panel (left) and the conflict view (right). The overview panel shows the reference sequence and all bases covered by traces (green). Grey indicates absence of data. Orange and red indicate mismatches in a subset of chromatogram basecallers or all basecallers, respectively, that overlap this reference position. One of these conflict positions is shown on the right in the conflict view. A dashed line highlights the conflict position with all traces pre-aligned to this reference segment. Users can manually curate the base at the conflict position to create a ‘personalized’ viral genome based on the presented chromatogram trace evidence.

EXAMPLE USE CASE 1: Patching a sequence using multiple overlapping trace files.

Modern sequencing technologies have enabled fast and efficient generation of sequencing data that has subsequently also led to the development of a variety of specialized bioinformatics tools for detailed data analysis and visualization. We have developed tools like EDGAR and MGX to specifically analyze microbial genomes and metagenomes and have refined these tools to also meet the needs of viral data.

Technical advances in next-generation sequencing (NGS) technologies and specialized bioinformatics solutions for data processing and evaluation have enabled cost-effective high-throughput experiments to address a broad range of biological questions. Over recent years we have successfully used these approaches to access a detailed snapshot of the global genomic, metagenomic or transcriptomic landscape of organisms from different kingdoms and taxa. NGS technologies are also applicable to analyze viral genomes. With the establishment of many viral data sets, it becomes feasible to implement novel approaches that enable comparative views and broader perspectives to better understand the relevance and the role of DNA sequence variations in coding and non-coding regions with respect to the development and progression of a pandemic such as the coronavirus disease (COVID-19).

COVID-19 is an ongoing pandemic first reported in December 2019 in Wuhan, caused by severe acute respiratory syndrome (SARS) coronavirus 2 (SARS-CoV-2), a novel betacoronavirus. To date (11.01.2021) there are more than 88 million confirmed infections worldwide with 1,921,024 confirmed cases in Germany. The most common clinical symptoms of COVID-19 are fever, fatigue, cough, and dyspnea. While in most cases, the severity of disease is low and the patients recovered, approximately 6% of patients required intensive care. Many of those patients required mechanical ventilation due to acute respiratory distress syndrome (ARDS) as most common complication.

EDGAR – COMPARATIVE GENOME ANALYSIS FOR MICROBIAL AND VIRAL GENOMES

One of the standard tools in bacterial comparative genome analysis and phylogenomics is EDGAR [1]. EDGAR in-
EDGAR enables to analyze unpublished data in password-protected and private projects.

EDGAR was initially developed for the comparison of bacterial genomes, but it can also be easily used for the analysis of viral genomes as there is also high demand to analyze viral samples (Figure 1). Accordingly, EDGAR is already being used for the analysis of coronaviruses, e.g. in cooperation with the Pukyong National University (PKNU) in Busan in South Korea. In this project, more than 150 coronavirus genomes with different host specificities (human, feline, canine, equine, murine) are analyzed and compared among each other and with genomes of other virus genera.

Flexible metagenome analysis using the MGX framework – an extension for viruses

The characterization of microbial communities based on sequencing and analysis of their genetic information has become a popular approach also referred to as metagenomics; in particular, the recent advances in sequencing technologies have enabled researchers to study even the most complex communities. Metagenome analysis, the assignment of sequences to taxonomic and functional entities, however, remains a computationally exhaustive task. The MGX framework is a graphical solution for the management and processing of such metagenome datasets, featuring a wide range of reproducible workflows for taxonomic classification as well as functional assignment [2] (Figure 2).

Employing MGX, researchers are also able to process viral metagenomes and metatranscriptomes in order to identify DNA or RNA virus fragments, or assign viral gene fragments to specialized protein databases such as the ‘Reference Viral DataBase’ (RVDB) or vFAM, the HMMER3 database of profile hidden Markov models (HMMs) built from all the viral proteins present in RefSeq. Moreover, annotated viral genomes can be imported into the MGX application and can be used as a target sequence to perform reference mappings and to create fragment recruitments.

Using next-generation sequencing to identify genomic mutations within SARS-CoV-2 genomes and to monitor microbial community shifts after SARS-CoV-2 infections in humans

Over the past years, we have applied NGS technologies to generate detailed information on viral and bacterial genome diversity, microbial community characterization, and transcriptomic profiling of coinfected hosts with their viral and bacterial pathogens or commensals. To study viral pathogens on the genomic level, we have determined the genome sequences of e.g. Ebola virus, Lassa virus and feline coronavirus using RNA genome sequencing, which allows the precise determination of SNPs in viral genomes [3-5].

In the current pandemic, we also embarked on sequencing and analyzing SARS-CoV-2 genomes [6] isolated from COVID-19 patients using NGS technologies. This will allow us to characterize the complete genome sequence, focusing on discriminative mutations among patient isolates. In the long run, SARS-CoV-2 sequence variation will provide insight
into immune escape mechanisms, viral pathogenesis, resistance to antiviral drugs (if they become available) and it will generate important information for the development of effective vaccines.

Besides genome-based studies we also investigate possible effects of coronavirus infections on the microbiome of the respiratory tract of children and adults. All human coronaviruses (including low-pathogenic common cold coronaviruses) effectively suppress the activation of the host innate immune response, thereby possibly affecting the microbiome and facilitating viral and/or bacterial co- and superinfections. Shifts in the microbial composition are usually monitored by amplicon short read sequencing (e.g. 150 bp) targeting short fragments of the 16S rRNA gene. While this is a well-established and cost-effective method it is limited in taxonomic resolution. To gain a deeper insight into the changes of the microbial composition during SARS-CoV-2 infection, we will apply long-read amplicon sequencing of the complete bacterial rRNA operon with a length of 4,500 bp which will provide genus and species level taxonomic classification. It is currently unknown if (and to what extent) the microbiome modulates coronavirus pathogenesis or affects the predisposition to co-infections or superinfections. Likewise, potential consequences of genomic differences between clinical isolates of alpha- and betacoronaviruses and cell culture-adapted laboratory strains have not been studied in any detail. In addition to the above-mentioned coronavirus-es, the study is going to be extended to SARS-CoV-2.

The following major questions will be addressed: I. Do coronavirus infections lead to dysbiosis in the respiratory tract in children and adults? II. How do the different coronaviruses affect the microbiome and can potential differences be linked to specific genetic loci? Do different co-infections or superinfections occur depending on the respective coronavirus species involved? III. Are there differences between viral mono-infections and multiple infections?

The project will also help answer the question of whether dysbiosis due to a pre-existing chronic lung disease affects the susceptibility to (and severity of) a SARS-CoV-2 infection and whether SARS-CoV-2-induced changes of the airway microbiome of these patients influence short- and long-term disease progression and outcome. To address these questions, various large-scale data sets will be generated that demand for compute sources, data management, specialized tools and bioinformatics support that will be provided by the de.NBI BIGI Service Center.
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Single cell RNA sequencing has become a valuable method to study transcriptomic changes at the cellular level. It is also applicable to monitor effects of viral infection on eukaryotic cells. Within a clinical research unit, we are analyzing such effects in a virus-host system involving murine lung organoids. For evaluation of the resulting data, the user-friendly software WASP has been developed.

Acute infections of the lower respiratory tract represent an increasing problem of public health worldwide and mortality rates remained unchanged over the past 50 years. Up to now, there is a lack of pharmacological treatments for the most devastating clinical course of pulmonary infection, acute lung injury (ALI) or acute respiratory distress syndrome (ARDS). Antiviral treatments are currently only available for influenza virus (IV) infection, but they are of very limited efficacy and bear the risk of rapid acquisition of viral resistance. In addition, there is increasing evidence that respiratory virus infection frequently predisposes for severe gram-positive bacterial superinfections. Emergence of novel respiratory viruses such as pH1N1/2009 pandemic IV and highly pathogenic avian IV strains, or the Middle East Respiratory Syndrome Coronavirus (MERS-CoV) and the recent outbreak of SARS-CoV-2 highlight the need for a better understanding of the underlying pathobiology of virus infections. Against this background, the Clinical Research Unit (CRU) program ‘KF0309 – Virus-induced lung injury: pathobiology and novel therapeutic strategies’ at Justus Liebig University Giessen is dedicated to unraveling the mechanisms driving anti-viral host defense to dissecting the cellular and molecular contributors to the tissue damage at the virus-host interface in the distal lung and to defining pathways and mediators of organ regeneration in the context of viral infection.

**PROCESSING SINGLE CELL RNA SEQUENCING DATA WITH WASP**

In recent years, single cell RNA sequencing (scRNA-Seq) has become more and more popular to analyze transcriptomic...
changes on the single cell level. It allows for an unprecedented insight into cellular heterogeneity and enables identification and characterization of cellular populations and sub-populations in detail. The technique of scRNA-Seq is applicable to a wide range of medical and biological research questions. However, new techniques in next-generation sequencing are usually accompanied by an additional need to adapt existing or implement new bioinformatics solutions for data analysis with help of tailored user-friendly software.

As part of the core unit (Z1) ‘Genome signatures and integrated systems biology of pathogen-host interaction and cellular networks in the infected lungs’ of the clinical research unit KFO309, scientists from the bioinformatics department at Justus Liebig University Giessen try to understand cell-specific gene regulatory events and their impact on cellular networks in the infected lungs. They make use of high-throughput scRNA-Seq data from Drop-Seq-based protocols to analyze the transcriptional states in murine lung organoids and to identify specific gene expression matrices based on filtered and selected barcodes. The software also includes more detailed biological analysis steps such as normalization, clustering, detection of differentially expressed genes and finally interactive visualizations of the results using machine learning algorithms like t-SNE and UMAP. The pre-processing pipeline of WASP is implemented as Snakemake workflow and the visualization steps are carried out with R Shiny applications. WASP is suitable for gene expression analysis, including detection of differentially expressed genes, clustering of cellular populations and interactive graphical visualizations. The R Shiny application (post-processing) can be used with gene expression matrices generated by the WASP pipeline, as well as with externally provided data from other sources.

WASP will on the one hand be partially provided as a standalone desktop version to enable use on a standard laptop and on the other hand as a software container using Docker. The latter one allows to benefit from state-of-the-art virtualization technologies and enables a deployment inside cloud environments such as the de.NBI Cloud.

This comprehensive portfolio of bioinformatics software solutions as well as a structured acquisition and storage of experimental data is offered to all CRU members to process and analyze the above-mentioned data sets in a standardized and highly automated fashion.

**FIGURE 1:** Schematic overview of the scRNA-Seq data analysis conducted with WASP. As a first step, users start the Snakemake-based workflow on a Linux-based system, providing a FASTQ file with the reads and a reference genome with corresponding annotation. The results (quality metrics of the workflow are then visualized in an R Shiny web application which allows users to select valid barcodes and subsequently generates a gene expression matrix file (CSV) containing counted UMIs per gene and cell barcodes. Subsequently, the generated gene expression matrix or a similar externally generated file is uploaded to the post-processing R Shiny web application for further analysis. WASP enables users to perform the Post-processing in an automated or manual mode by using a dynamic web page similar to the pre-processing.

**DISSECTION OF THE CELLULAR COMPOSITION OF MURINE BRONCHOALVEOLAR LUNG ORGANIDS USING SINGLE-CELL RNA SEQUENCING AND WASP**

Organoids derived from mouse and human stem cells have rapidly become a powerful tool to study diseases such as cystic fibrosis and lung cancer [1]. In accordance, we have established a novel three-dimensional (3D) murine bronchoalveolar lung organoid (BALO) model that allows clonal expansion and self-organization of FACS-sorted bronchioalveolar stem cells (BASC) upon co-culture with lung-resident mesenchymal cells ( MCC) [2]. BALO yields a highly branched 3D structure within 21 days of culture, mimicking the cellular and structural composition of the bronchioalveolar compartment (Figure 1A). In this regard, scRNA-Seq and the newly developed WASP software were utilized to dissect the cellular composition of BALO. Day 21 BALO analysis showed the presence of four distinct clusters including two epithelial clusters with alveolar- and airway-associated genes and two mesenchymal clusters expressing myocardial- and lipid/profibrinogen-associated genes. To add another level of complexity to our model, BALO cultures were complemented with direct microinjection of tissue-resident progenitor (TR-Mac) cells. Therefore, we investigated the impact of TR-Mac injection on the cellular composition of BALO before and after TR-Mac injection. TR-Mac showed the presence of different cell types. Murine lung organoids serve as a suitable model for respiratory viral disease modeling. In this context scientists from the Goesmann Lab in Giessen provide ready-to-use bioinformatics software tools, databases and tailored workflows. Furthermore, a user-friendly web-accessible software (WASP) is being developed that conducts Drop-Seq-based scRNA-Seq data analysis. The first steps (pre-processing) implemented in WASP facilitate the initial processing of raw reads generated with the ddSEQ pipeline. These steps include an automated mapping to a reference genome, read quantification, processing of unique molecular identifiers (UMI) demultiplexing of the barcodes, quality control as interactive visualization and the generation of gene expression matrices based on filtered and selected barcodes. The software also includes more detailed biological analysis steps such as normalization, clustering, detection of differentially expressed genes and finally interactive visualizations of the results using machine learning algorithms like t-SNE and UMAP. The pre-processing pipeline of WASP is implemented as Snakemake workflow and the visualization steps are carried out with R Shiny applications. WASP is suitable for gene expression analysis, including detection of differentially expressed genes, clustering of cellular populations and interactive graphical visualizations. The R Shiny application (post-processing) can be used with gene expression matrices generated by the WASP pipeline, as well as with externally provided data from other sources.

WASP will on the one hand be partially provided as a standalone desktop version to enable use on a standard laptop and on the other hand as a software container using Docker. The latter one allows to benefit from state-of-the-art virtualization technologies and enables a deployment inside cloud environments such as the de.NBI Cloud, the cloud computing platform of the German Network for Bioinformatics Infrastructure (de.NBI). This comprehensive portfolio of bioinformatics software solutions as well as a structured acquisition and storage of experimental data is offered to all CRU members to process and analyze the above-mentioned data sets in a standardized and highly automated fashion.

**VIRUS-INDUCED LUNG INJURY: PATHOBIOLOGY AND NOVEL THERAPEUTIC STRATEGIES**

WASP facilitates the initial processing of raw reads generated with the ddSEQ pipeline. These steps include an automated mapping to a reference genome, read quantification, processing of unique molecular identifiers (UMI) demultiplexing of the barcodes, quality control as interactive visualization and the generation of gene expression matrices based on filtered and selected barcodes. The software also includes more detailed biological analysis steps such as normalization, clustering, detection of differentially expressed genes and finally interactive visualizations of the results using machine learning algorithms like t-SNE and UMAP. The pre-processing pipeline of WASP is implemented as Snakemake workflow and the visualization steps are carried out with R Shiny applications. WASP is suitable for gene expression analysis, including detection of differentially expressed genes, clustering of cellular populations and interactive graphical visualizations. The R Shiny application (post-processing) can be used with gene expression matrices generated by the WASP pipeline, as well as with externally provided data from other sources.
FIGURE 2: Development of a lung organoid model from single BASC reflecting the distal lung structure including bronchial and alveolar morphology and cell types to study injury and regeneration processes after IAV infection. (A) Schematic representation of BALO generation from flow-sorted BASC and RMC, structure and cellular composition. (B) Staining of AECII in BALO with RFP LysoTracker. (C) Heat map (left) and tSNE plot (right) of the comparative analysis of digested day 23 BALO cultures with (+) and without (-) microinjected TR Mac depicting six distinct clusters (C1, club/secretory cells, red; C2, basal cells, yellow; C3, RMC, green; C4, AEC II, blue; C5, AEC I, purple; and C6, ciliated cells, pink). (D) mRNA expression of Ifnb in mock and PR8 IAV-infected BALO at 48 h pi (n=3 biological replicates with pooled cells from four cultures per replicate). Bar charts presented as the mean ± S.E.M. and probability determined using unpaired t-test (**P < 0.01) (E) Representative fluorescence images of a day 21 distal region in BALO generated from mTmG reporter mouse and infected by SC35M-Cre IAV after 0, 10, 14, and 25 h. Arrows indicate cell death. Scale bars represent 25 μm and 10 μm in the insert [2].
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OPEN DATA, SOFTWARE AND ANALYTICS AS A RESPONSE TO EMERGING PATHOGEN THREATS

Our society is undergoing a major transformation due to the COVID-19 pandemic. The global scientific efforts have highlighted the need for open data, analysis tools and computational resources. The Galaxy community provides access to novel and publicly available data, to computational resources, maintains tools, training materials and develops projects to contribute to SARS-CoV-2 research.

The COVID-19 pandemic has transformed the way science is perceived by society. Many scientists from all over the world have joined the effort to tackle the public health emergency. However, the coordination between experts of different fields is, more than ever, crucial to address the current global crisis. The openness of the data, analysis tools, and computational resources is another fundamental aspect to pave the way towards a common global solution.

In this article, we describe how our community maintains an ecosystem of open software tools: presenting several data analysis projects that have contributed to the SARS-CoV-2 research. Furthermore, we show the way in which education has contributed to adapt to the new model. The development of all these projects has been possible thanks to the public infrastructure created and maintained in the last years. Galaxy, is, therefore, used to address the current worldwide challenges by providing access to novel and publicly available SARS-CoV-2 data, and enabling the processing of complex and computationally heavy datasets.

**GALAXY AS A GATEWAY FOR DATA ANALYSIS**

The European Galaxy platform (https://usegalaxy.eu) serves as a gateway for data analysis and access to databases for scientists of all disciplines. Galaxy is an open-source, highly modular, flexible and extensible system that focuses on easily accessible and reproducible research. To use Galaxy, users just need a web browser, avoiding the drawbacks of downloading and installing software.

Galaxy Europe offers more than 2,500 command-line bioinformatics tools in one single user-friendly graphical interface. The functionality varies from text manipulation or data visualization to more complex analysis tools serving different communities: Genomics, Proteomics, Metagenomics, Plant Science, Imaging, Microbial Science, Climate Science, NGS, Metabolomics, and many more (Figure 1). The tools are constantly maintained, by updating them regularly (keeping track of the versions) and integrating new ones upon user demand or when changes in the underlying technology demand it.

One of the most powerful features in Galaxy is the creation of automated pipelines, the Galaxy workflows. A workflow is a collection of tools that need to be run in a specific order and can be easily extracted either from existing histories or by dragging and dropping tools from the tools panel and connecting them to each other. The reproducibility of the data analysis is ensured by saving the metadata (this means, the parameters selected) associated with the analyses. Anyone can reload the tools and run them again with the same parameters. This functionality is very similar to the concept of an electronic lab notebook but applied here to data analysis. Furthermore, all datasets, histories, and workflows within Galaxy can be easily shared with other users, and outside of Galaxy.

The European Galaxy server offers more than 2,500 bioinformatics tools and the team behind it is among the main contributors to the Galaxy training material (https://training.galaxyproject.org). The registration for users of the Europe server (https://usegalaxy.eu) has more than 23,000 users from 100 different countries and more than 11 million jobs performed. In 2020, the average number of active users per month (users that have submitted at least one job) is above 1,700. Around 500,000 jobs are run per month, meaning more than 16,000 per day and around 12 jobs per minute.

**DATASETS & DATA ACCESS**

Public databases, like the European Nucleotide Archive (ENA) or the Sequence Read Archive (SRA), are key to ensure that the SARS-CoV-2 sequence datasets are stored long-term in public archives and adhering to the FAIR (Findable, Accessible, Interoperable, Reusable) principles. Within de.NBI, special connectors have been integrated to those public archives to easily provide scientists with those data in Galaxy and the different clouds. Although keeping track of the latest data is time-consuming and not straightforward due to the rapid data growth, all publicly available SARS-CoV-2 sequences have been made available. Moreover, downloading thousands of datasets can take days. To overcome these issues, as well as to provide a quick turn-around in analyzing the latest sequences, a collection of identifiers of relevant sequences has been created and is updated daily in an automated way. Those sequences are deposited in the European Galaxy server¹ — one of the biggest public Galaxy instances — so that they can be used immediately by everyone. To facilitate COVID-19 research, the recent SARS-CoV-2 reference genome is continuously integrated and optimized indices are created to access it from all related tools.

There are a number of COVID-19 related projects that are currently running on the European Galaxy Server. All data, provenance information, and ready-to-use workflows are available in https://usegalaxy.eu and the WorkflowHub5. A more detailed description of the projects can be found at https://covid19.galaxyproject.org. In total, 16 COVID-19 workflows have been developed, are supported and constantly improved since the beginning of March 2020. This extraordinary effort was only possible thanks to the infrastructure that has been built over the last year with the help of regional, national, and international funding.

Initial analysis of COVID-19 data using Galaxy, Bioconda, and public research infrastructure

The COVID-19 pandemic has revealed the strong need for reproducible analytics and access to compute power. Now more than ever, the publication of results whose analytical procedures are not fully reproducible and transparent is no longer acceptable. Galaxy has already been used to re-analyze and to assess the reproducibility of the first COVID-19 genome papers and the results are published in the article ‘No more business as usual: Agile and effective responses to emerging pathogen threats require open data and effective responses to emerging pathogen threats require open data’6. These workflows can be executed by any researcher all over the world in any of the five global Galaxy instances in the US3, in Europe4 (Germany, France, Belgium), and in Australia5. Reproducible and scalable workflows for SARS-CoV-2 variation and transcript expression analysis

One area of COVID-19 research, in which reproducible data analysis is of particular importance, is the study of virus evolution. As part of its adaptation to humans as its host, in response to host factors in specific human populations, and, in the future, as a mechanism to evade vaccines and/or drug effects, SARS-CoV-2 could acquire nucleotide sequence changes in its 30 kb single-stranded RNA genome and/or change the relative expression of its at least nine structural proteins. The ability to track such changes in near real time and to detect the emergence of novel epidemiologically relevant strains rapidly could be of enormous practical value. However, any claims of occurrence of isolates and strains with altered genomic sequence or protein composition are worth little if the underlying methods leading to the detection of these changes are not fully documented and reproducible.

All of these workflows have been validated against publically available SARS-CoV-2 sequencing data and are scalable from analysis of just a handful of in-house samples to large-scale reanalysis of thousands of published datasets. Several of these workflows have also been used as accessory workflows in our experimental study described in the following section.

Analyzing the landscape of SARS-CoV-2 RNA modifications with the first European Direct RNA Sequencing (DRS) datasets

Gaining knowledge on how SARS-CoV-2 interacts with its host cells and causes COVID-19 is crucial for the development of novel therapeutic strategies. SARS-CoV-2 is not solely a pathogenic virus. The viral RNA is modified by RNA-modifying enzymes provided by the host cell. Direct RNA sequencing using nonproteases enables unbiased sensing of canonical and modified RNA bases of the viral transcripts. In this work, we used DRS to precisely annotate the open reading frames and the landscape of SARS-CoV-2 RNA modifications. We provide the first DRS data of SARS-CoV-2 in infected human lung epithelial cells. From sequencing three isolates, we derive a robust identification of SARS-CoV-2 modification sites within a physiologically relevant host cell type. A comparison of our data with the DRS data from a previous SARS-CoV-2 isolate raised in monkey renal cells, reveals consistent RNA modifications across the viral genome. Through the European Galaxy Server, we are providing a selection of well-tested workflows for variation detection from viral sequencing data obtained using a variety of different techniques and from different sources. Specifically, we offer nucleotide variation detection workflows optimized for Illumina paired-end and single-end sequenced whole genomic DNA7 and for PCR-amplified viral RNA obtained via protocols released by the ARTIC network8. For the detection of the expression levels of viral proteins and their isoforms from viral whole-genome sequencing data, we provide a workflows9 that classifies Nanopore- or Illumina-sequenced reads according to the subgenomic transcripts they are derived from and counts the number of observations of each known or suspected transcript (Figure 3).

Drug design and screening against SARS-CoV-2 Mpro

Non-Structural Proteins (nsps) are vital for the life-cycle of SARS-CoV-2 and can be cleaved from a large precursor (encoded by ORF1ab) by enzymes such as the...
main protease Mpro. We performed computational analyses (using protein-ligand docking) to identify potentially inhibitory compounds that can bind to Mpro and can be used to control viral proliferation. This work analyzed around 41,000 compounds considered to be likely to bind to one of the SARS-CoV-2 proteases. These proteases were chosen based on recently published X-ray crystal structures, and identified 500 high-scoring compounds. All the workflows used for this analysis as well as individual compound lists can be accessed, for each fragment structure, in the corresponding Galaxy histories.2

Single-cell transcriptome analysis with the human cell atlas

The Human Cell Atlas project has made available a large amount of SARS-CoV-2 data under https://www.covid19cellatlas.org. The de.NBI is working closely with the European Bioinformatics Institute and the Human Cell Atlas project to standardize the analysis of SARS-CoV-2 single-cell RNA data. This involves the development of new tools, data importers and exporters and visualisations. The European Galaxy server is hosting tools and workflows that support this initiative under https://humancellatlas.usegalaxy.eu. General training material about single-cell transcriptomics is available as part of the Galaxy Training Network (GTN) under the tag 'single-cell'.

FIGURE 2: Example workflows for pre-processing of SARS-CoV-2 short-read and long-read sequences.
Teaching during the pandemic

The education paradigm is shifting towards an online scenario, which requires an adaptation of the traditional classroom pedagogical approach [4]. During the pandemic period, there have been many courses taught using the European Galaxy server, thanks to the convenient and scalable nature of e-learning in Galaxy [5]. Galaxy offers Training Infrastructure as a Service ([TaaS]) for the community, providing with the computed resources together with more than 170 e-learning materials — covering a variety of different scientific topics — developed as part of the Galaxy Training Network. A statistical overview about the TaaS training can be found here: https://usegalaxy.eu/ttastics. The transparent sharing of data analysis histories makes it easy for teachers to assist remotely, track down mistakes or enable assessments. According to the users of the European Galaxy server, it seems to be a common use-case to provide an online webinar introducing the topic, leading the students one week to analyse one dataset (using the GTN-material) and finally requesting one week to analyse one dataset (using introducing the topic, leaving the students use-case to provide an online webinar in-
BioInfra.Prot SUPPORTS PUBLICATION OF PROTEOMICS DATASETS as well as study design and data analysis for COVID-19 research projects

Proteomics is an important field of research in the course of the COVID-19 pandemic. The de.NBI service center BioInfra.Prot provides a comprehensive portfolio of services over the entire process of the study. This includes literature research on biomarkers, study planning, statistical and bioinformatical consulting as well as data publication in the data repository PRIDE.

COVID-19 PANDEMIC – A CHALLENGE FOR SCIENTISTS

The pandemic of Coronavirus disease 2019 (COVID-19) caused by the virus SARS-CoV-2 has an enormous negative impact on all affected health systems, economies and societies. Thus, to alleviate and overcome the negative consequences as fast as possible it is crucial to focus extensive research efforts on the development of effective diagnostic test methods, drugs and vaccines. Worldwide collaboration of interdisciplinary researchers and experts involved in COVID-19-related research and efficient sharing of high-quality data and results are needed to accelerate this endeavor. Moreover, the support of local and nationwide research regarding study design and data analysis by expert statisticians and bioinformaticians is an important contribution to COVID-19-related research efforts. The German Network for Bioinformatics Infrastructure (de.NBI) supports biologists, medical doctors and all other scientists regarding bioinformatical and statistical questions. The service center Bioinformatics for Proteomics (BioInfra.Prot) located in Bochum and Dortmund offers support specialized in data processing and data analysis of proteomics data.

ROLE OF PROTEOMICS IN COVID-19 RESEARCH

Proteomics is the science of studying proteins, the organism’s executive molecules, that perform important molecular tasks, e.g., as enzymes. In the context of COVID-19, proteins are important research targets, e.g., for their role as receptor proteins or virus surface proteins. These proteins are potential drug targets and may serve as biomarkers for the diagnosis or prognosis of disease progression.

Due to the urgent situation caused by the COVID-19 pandemic, a lot of research has been focused on this topic. Nevertheless, there is still a great need for research, especially in the field of proteomics, as the first studies mostly focused on genetic aspects of SARS-CoV-2.

SEARCH FOR PREVIOUS RESEARCH FINDINGS

Due to the large number of publications on biomarkers (Figure 1), it is impossible for a scientist to read all papers in detail and extract the information relevant to them. At this point, the web-based biomarker database BIONDA [2], which is provided by BioInfra.Prot (Figure 2), can support the scientific community.

Proteomics is the science of studying proteins, the organism’s executive molecules, that perform important molecular tasks, e.g., as enzymes. In the context of COVID-19, proteins are important research targets, e.g., for their role as receptor proteins or virus surface proteins. These proteins are potential drug targets and may serve as biomarkers for the diagnosis or prognosis of disease progression.
BIONDA uses text-mining methods to extract potential disease and biomarker relationships from literature and present them to the user in a structured tabular form. The use of this database allows a quick overview of already published proteins, genes and miRNA connected to various diseases. At the beginning of the pandemic, the coronavirus proteins provided by UniProt [3] have been added to the database as well as a quick search function on the BIONDA homepage. Currently, 70 COVID-19 related publications and 182 Biomarker-COVID-pairs are integrated in BIONDA. This helps scientists to perform an efficient literature search and get an overview of the current state of research regarding COVID-19 biomarkers.

Moreover, in the proteomics field, it is strongly recommended to upload raw data to a publicly accessible repository. This ensures that the data is securely stored, treated according to FAIR principles [4] and made available to the public for re-analysis. The ProteomeXChange Consortium [5] unites different worldwide operating repositories for proteomics data and is an extremely important infrastructure, which enables the provision of SARS-CoV-2-related proteomics datasets to all researchers worldwide. The largest of these repositories is the PRoteomics IDENTifications Database (PRIDE) [6]. In close collaboration with the PRIDE team at EMBL-EBI headed by Juan Antonio Vizcaíno, BioInfraProt staff members are involved in the curation of PRIDE datasets and corresponding user consulting (Figure 2). PRIDE currently stores 36 public datasets related to COVID-19, of which 27 were processed and set online by our team in Biochum on the PRIDE web portal. To simplify the research within PRIDE, it also offers a comfortable quick search for COVID-19 datasets on its website.

REQUEST FOR STUDY DESIGN AND SAMPLE SIZE ESTIMATION

BioInfra.Prot offers consulting regarding bioinformatical and statistical analysis of proteomics data, as well as the planning of studies and experiments. Especially the estimation of an appropriate sample size is a crucial step and is required by ethics committees for approval of the study. For this step information from comparable prior experiments is required such as expected variances or effect sizes. This information is usually taken from pilot studies or similar studies from literature. In case of the COVID-19 studies, many laboratories without prior experience in this kind of diseases start researching on this topic and may not have the needed information available.

In this scenario, PRIDE is a valuable repository, that allows to reuse public datasets for this task. Additionally, the European Bioinformatics Institute (EMBL-EBI) offers a portal with more COVID-19 related data, also beyond proteomics [7]. Thus, public data from COVID-19 patients or infected cell lines are available and can be used to estimate variances of the protein measurements and get an idea of possible effect sizes. The fast publication of COVID-19 datasets allows a well-founded sample size calculation and planning of intended studies. At the moment, many calls for grants and funding regarding COVID-19 are open and a fast and meaningful study planning is of utmost importance. Without PRIDE, this would be hindered by the time-consuming execution of pilot studies.

EXPERIMENT, DATA ANALYSIS AND PUBLICATION OF DATASETS

Thanks to BioInfra.Prot’s assistance in study design and sample size planning (Figure 2), a research proposal has a good chance of being accepted. In this case, the scientists conduct their study and collect data, e.g. from COVID-19 patients or infected cell lines. For the pre-processing and analysis of the proteomics data the services of BioInfra.Prot can be used again. The service ‘Bioinformatical consulting and analysis of proteomics data’ helps with the complex bioinformatical processing of raw and results data. We also offer a variety of software tools to perform different steps of the workflow. For example, the CalibraCurve [8] tool supports the targeted analysis of individual proteins, which may be used for the indentification of SARS-CoV-2 proteins for diagnosis. PIA [9] (Figure 2) takes over the task of protein inference in high-troughput experiments that for example compare the whole proteome of COVID-19 patients with healthy controls. BioInfra.Prot also offers a bioinformatics consulting service, which supports the selection of suitable tools and their operation.

After the pre-processing various statistical analyses can be carried out in order to answer the research question in an optimal way. For example, a statistical test can find out proteins that are up- or downregulated in COVID-19 patients. A single protein may not be sufficient to predict the severity of the disease, so instead a biomarker panel consisting of a combination of several peptides is required. Some machine learning methods required for the calculation are implemented in the tool PAA [10]. Furthermore, assistance is provided regarding graphical representations of the results and preparation of a manuscript. As described above, it is essential to upload the raw data into a repository like PRIDE. The upload service of BioInfra.Prot assists the user to upload the data by supporting the choice of the right submission method and the right file format. The submission can also be done directly and completely by BioInfra.Prot. As soon as the corresponding paper is published, the dataset can be made available to the public. In particular urgent cases, like COVID-19, it is possible to publish the dataset before the manuscript is available.

CONCLUSION

We are involved in the COVID-19-related proteomics research at multiple positions. As shown in Figure 2 our research workflow forms a circle: We use COVID-19-related proteomics datasets and biomarkers from past studies that are available in PRIDE and BIONDA for data re-analysis, hypothesis generation and the planning/design of new studies. We analyze data of ongoing studies partly with our own software tools and in the course of our consulting and data analysis services. Subsequently, we support also paper and data publication. Finally, the published datasets and biomarkers are available in PRIDE and BIONDA so that our workflow has come full circle.
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Figure 2: Complete workflow of BioInfra.Prot services for COVID-19 studies.

Figure 1: Number of biomarker-related publications in PubMed [1] per year since 1970.
FAST, ADAPTED, CURATED FAIR DATA FOR COVID-19 RESEARCH

Research projects such as the international COVID-19 Disease Map initiative and the German COVID-19 study hub of NFDI are supported by de.NBI-Systems Biology and other services in organizing and sharing research data “FAIRly.” This is done via the data management platform FAIRDOMHub/SEEK which is quickly adapted to the users’ needs. COVID-19 related literature is manually curated and used for basic research about the curation process of SABIO-RK to provide the research community with high quality kinetics data.

COVID-19 is a disease that was previously unknown, with a wide variety of symptoms and properties. Many of these properties got associated with COVID only in the first few months of the ongoing pandemic. This triggers a huge demand for data on the COVID-19 disease, as well as on molecular mechanisms and activities of its causing SARS-CoV-2 virus. This translates into extensive interdisciplinary research efforts. All these data needs to be bundled to render it findable, make it comparable and interoperable by the use of consistently harmonized data formats and metadata standards, and finally make it accessible for its reuse in research and clinical practice. In other words, the COVID-19 research data needs to be FAIR (Findable, Accessible, Interoperable and Reusable) for making it useful. The Scientific Databases and Visualization (SDBV) group of the Heidelberg Institute for Theoretical Studies (HITS) that coordinates the de.NBI Systems Biology node, participates in various national, as well as international initiatives around COVID-19 data infrastructure and develops services for the corresponding data management.

A key message of the work described below is that it is important to have prepared, established, flexible tools that can be adapted to unpredictable challenges in research.

DATA MANAGEMENT FOR COVID-19 RESEARCH

Disease maps in the FAIRDOMHub

More than 300 researchers around the world have joined forces to reconstruct the molecular processes of the virus-host interactions of COVID-19 and visualize them in the form of disease maps. The COVID-19 Disease Map [1] is an effort to build a comprehensive, standardized knowledge repository of SARS-CoV-2 virus-host interaction mechanisms, guided by input from domain experts and based on published work. The resulting map is a platform for visual exploration and computational analyses of molecular processes involved in SARS-CoV-2 entry, replication, and host-pathogen interactions, as well as immune response, host cell recovery and repair mechanisms. It supports the research community and improves the understanding of this disease to facilitate the development of efficient diagnostics and therapies.

To ensure a transparent view of the contributors and community resources, the COVID-19 Disease Map community uses the de.NBI service FAIRDOMHub [2], our public research data management system running on HTS servers, that is based on the SEEK system [3]. For more than 10 years FAIRDOMHub/SEEK has been developed by the SDBV group at HITS in collaboration with the group of Carole Goble from the University of Manchester (UK) and other partners within the FAIRDOM initiative. Through this FAIRDOM service we support the COVID-19 Disease Map community with the FAIRDOMHub project space (Figure 1) that lists and bundles contributors, data, computational models and literature, as well as all data and curation guidelines for this community (https://fairdomhub.org/projects/981). The underlying SEEK system is adapted by us and others to the needs of this community, for example by implementing communication channels that allow the researchers to directly get in contact with their collaboration partners. Thus, with the FAIRDOMHub project space we provide the central data and model exchange platform, as well as a communication hub for the COVID-19 Disease Map community supporting this international initiative with a crucial data infrastructure.

COVID-19 Study hub based on SEEK for clinical and epidemiological studies

Due to the pressing need in the progressing pandemic, a quickly growing number of clinical and epidemiological COVID-19 studies are planned or already ongoing but there is a lack of coordination among these efforts to secure common standards, comparable results and, most importantly, unified access to them. Several partners in the upcoming German National Research Data Infrastructure (NFDI) for Public Health Data (nfdi4health), including the SDBV group of HTS, are developing a COVID-19 study hub for Germany, funded by DFG as COVID-19 task force (https://www.nfdi4health.de/index.php/task-force-covid-19-24). This meta platform, that will be publicly accessible, bundles information on relevant clinical and epidemiological studies in Germany, their publicly available study documents and results, e.g. measured parameters, as well as other information about the studies.
This COVID-19 study hub is partially based on the SEEK software [3] due to its service platform for collaborative projects, to support the data storage and exchange. SEEK will be used to store and make accessible study documents, such as study protocol templates or data dictionaries, as well as information on study metadata structures like data models to describe subjects and their measured values, their clinical parameters and treatment outcomes and similar information. Additionally, direct links to primary resources and websites of the studies will be included. Using the SEEK web services this information also will directly feed a COVID-19 study search portal, implemented by our partners at ZB MED in Cologne, Germany. Standardization of metadata describing the studies, as well as their subjects and results are also part of the HITS activities in the nfdi4health COVID-19 task force, contributing to the aim of making the studies and their content 'FAIR'.

LITERATURE CURATION OF COVID-19 DATA

COVID-19 kinetics data extraction for SABIO-RK

Since 2006, the relational database SABIO-RK (http://sabiork.h-its.org/) [4] offers structured and annotated data about biochemical reactions and their reaction kinetics to support modellers in simulating complex metabolic networks and experimentalists looking, e.g. for experimental conditions or alternative reactions of an enzyme. All the data is manually curated, originating mainly from scientific literature by being read twice: firstly by students extracting and entering the data to a pre-database and secondly by biocurators controlling and further annotating the data before inserting them to the final database. This manual curation process guarantees a high degree of correctness and completeness of the data which then becomes freely available via a web-based search interface enabling data export in diverse formats as well as by web services for programmatic access also being implemented in systems biology tools.

In order to support scientists in the search for drugs against the SARS-CoV-2 virus causing COVID-19 but also other coronaviruses like SARS- and MERS-CoV we've put a focus on collecting kinetic data (especially the inhibition values IC50 and Ki) of papers describing promising antiviral agents like e.g. inhibitors of the main protease 3CLpro or the papain-like protease (PLpro) by using the CORD-19 dataset [5].

Since the manual curation process is very time consuming (in comparison to data acquisition by text mining) we're not trying to keep up with the data overload accumulating in the last decades but instead are displaying exemplarily the band width of kinetic data in the scientific literature including all organisms and pathways, as well as metabolic and signaling data. Moreover, we offer data collection on demand and have therefore in the course of the de.NBI funding, set up the freely available data curation service.

Within the BMBF-funded sister project 'SABIO-VIS', different ways of visualizing query results in SABIO-RK are implemented. The focus of the project is to improve the search functionalities and the navigation through the database content as well as to get a fast and flexible overview of available data sets. Using a broad variety of visualization concepts, an overview about for example data for RNA viruses in SABIO-RK are presented in Figure 3.
access. Document triage is the first step in database curation, which deals with how human domain experts choose curatable source documents based on criteria required for a specific database. We conduct an empirical study to fulfill our ergonomic purpose sending effective feedback to the curators while using two different sets of source documents: one consists of literature from the core metabolic reaction domain of the SABIO-RK database, while the new domain contains documents on coronavirus. In this case, the document triage is a screen-based process, and we use an eye-tracker to collect low-level behavioral data like gaze coordinates, and pupillometric features. We use these features to interpret how the expert curators use visual search and reading skills in a manual triage process. We also control for the curators’ cognitive load within the domains of curation. We find that the curators have a significantly higher cognitive load for the triage task of the new COVID-19 virus literature. We measure the cognitive load using pupil diameter measurement. A representative graph from a participant is given in Figure 4A. In Figure 4B, we also present a representative figure to show how an expert curator uses the reading and search-reading strategy for the process of a COVID-19 document triage. We compute this graph using the number of fixations (represents the reading activity) and the number of saccades (represents the visual search activity) at one point of time in the course of the process of triage.

FIGURE 3: Screenshot of different visualization concepts of RNA virus data in SABIO-RK.

FIGURE 4: (A) left: Cognitive load of a participant for triage activity for two domains for 30 papers; (B) right: Reading and searching processes for triage activity by a participant for one paper.

CONCLUSION

We have described the data management platform FAIRDOMHub/SEEK (ELIXIR UK/ELIXIR DE) as a flexible platform for storing and sharing research data within national and international COVID-19 research communities and for supporting the FAIRness of their data. The ability to react fast to new scientific challenges by adapting the data management platform and its underlying SEEK software is demonstrated especially for newly established and fast developing projects such as the International COVID-19 Disease Map initiative and national German efforts within NFDI. Together with standardization activities for data and metadata [6] this creates data infrastructures and ‘FAIRification’ services for COVID-19 related research.

Furthermore, we have described how literature curation of SARS-CoV-2 and other virus-related literature benefits SABIO-RK’s users and increases our general understanding of the curation process. Additionally, with the help of artificial intelligence and sensor technologies, some initiatives are also taken to speed up the curation process in the COVID-19 scenario, without compromising on the curature quality.

Here, we highlighted the focus of the de.NBI Systems Biology Service Center (de.NBI-SysBio) on highly flexible tools and services as well as on high quality and FAIR data.
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To concentrate the efforts on drug development against SARS-CoV-2, researchers from all over the world have started collaborating and sharing their data. In this challenging scenario, bioinformatics came out as one of the essential solutions to analyze SARS-CoV-2 data as it provides insights into virus behavior leading to the identification of potential drugs and drug targets against SARS-CoV-2.
The ProteinsPlus web server provides excellent support for deep analyses of protein structures and their ligands. Its innovative structure-based design tools enable navigation through protein pockets, quality assessments, site comparison, interaction visualization etc. in a highly intuitive user interface. In this article, we present their successful application for the repositioning of already known drugs with a potential effect on promising SARS-CoV-2 targets.

The outbreak of the SARS-CoV-2 pandemic poses unprecedented challenges to physicians, medicinal chemists and molecular biologists worldwide. A previously unknown virus threatens the health systems and economy and leads to ever-rising numbers of infections and deaths. Scientists quickly initiated projects coping with the task of discovering reliable drugs to fight this new virus strain.

Drug repurposing (also known as drug repositioning), i.e., the application of approved drugs for new therapeutic purposes, was adopted as a potential strategy to fight SARS-CoV-2. Cellular, biochemical and structure elucidation workflows in high-throughput settings were set up to explore the possibilities of drug repurposing. In this article, we present how the ProteinsPlus tools support such workflows and lead to important findings which might accelerate the search for known drugs with impact on the therapy of SARS-CoV-2 infections. Identifying similar binding sites of already well-known targets with known drugs might help to prioritize drugs with inhibiting effect on related SARS-CoV-2 targets. Moreover, the discovery of new binding sites might reveal new starting points for repurposing. Herein, we present the ProteinsPlus tools SIENA, PoseView, GeoMine, HyPiP and DoGSiteScorer (Figure 1) to highlight application domains for the investigation of targets and, subsequently, the establishment of drug repurposing strategies. We first introduce these tools in more detail. Subsequently, we apply them to two SARS-CoV-2 proteases which are crucial for viral replication.

A SUBSELECTION OF PROTEINSPLUS TOOLS

ProteinsPlus [1, 2] is a web portal enabling the analysis of protein structures focusing on protein-ligand interactions. SIENA [3] performs an automated assembly and preprocessing of protein binding site ensembles. Starting with a single binding site, SIENA searches the Protein Data Bank (PDB) for alternative conformations of the same or sequentially closely related binding sites. The method is based on an indexed database and a new algorithm for the detection of protein binding sites conformations. SIENA provides the user with a sequence alignment of the binding sites as well as superimposed protein structures which are, apart from the transferred coordinates, equal to the original files from the PDB and thus contain all structural details and further information.

PoseView [4] automatically creates 2D diagrams of interaction patterns of ligand binding sites according to chemical drawing conventions. Interactions between the molecules in a binding site are estimated based on their 3D arrangement by a built-in interaction model that is based on atom types and simple geometric criteria. Using only the topological information, the interacting partners are arranged in an easily ascertainable layout that enables quick comparisons between binding sites.

GeoMine [5, 6] enables textual, numerical and 3D searching with full chemical awareness in protein-ligand interfaces of
the entire PDB. A geometric query may be constructed of binding site elements, i.e., atoms, bonds and interactions, whose relationships are described by distances and angles. All binding site elements can be further specified by different properties. GeoMine uses a database with a tailor-made index that is derived from the PDB and enables a deterministic and precise search. Queries are typically processed in the range of seconds to a few minutes.

HyPPI classifies interaction types of protein-protein complexes into permanent, transient or crystal artifact. Permanent protein-protein complexes are stable in the complexed state and the protein-protein complexes are only transient or crystal artifact. Permanent protein-protein complexes into permanent, crystal artifacts have no biological function and are formed during the crystallization process.

DoGSiteScorer [7] is a grid-based method which uses a Difference of Gaussian filter to detect potential binding pockets – solely based on the 3D structure of the protein – and splits them into sub-pockets. Global properties, describing the size, shape and chemical features of the predicted pockets, are calculated and reported with two drugability measures.

THE SARS-CoV-2 MAIN PROTEASE

The first crystal structure of one of the currently most interesting targets, the viral main protease Mpro (also known as 3CLpro) in complex with a binding site-defining ligand was published in February 2020 (PDB ID 6lu7). We chose this target structure for our first application scenario (Figure 2). Using SIENA to identify related binding sites, we discover similarities to other viral proteases. However, after the removal of sequence duplicates, we only find similarities to SARS-CoV and further SARS-CoV-2 Mpro structures. Hence, the knowledge of sequentially closely related protease binding sites is not sufficient to enable the discovery of related targets with known drugs for repurposing. However, we can already derive important conclusions concerning the flexibility of the binding site. With backbone RMSD values of up to 2.5 Å, our binding site of interest is highly flexible which should be considered in further drug design efforts.

Subsequently, we investigated interactions between Mpro and the crystal structure ligand using PoseView. This enabled us to generate a more property-centric comparison of the binding site of interest with GeoMine by the generation of user-defined queries. In the case of Mpro, we modeled the binding site based on the catalytic cysteine and histidine residues and two hydrogen bond donor/acceptor functionalities in the proximity. Additionally, we used a ligand atom to define the ligand position. All distances between these features were modeled and a distance tolerance of 0.8 Å was used to cope with the high site flexibility. Applying this query for comparison against 377,714 sites, we found matches with the sites of 277 PDB entries. Within the results, we find a match with the HIV NS3/4A protease structure in complex with Telaprevir. Intriguingly enough, in August, a crystal structure of Telaprevir in complex with SARS-CoV-2 Mpro was solved (PDB ID 6v0t). The alignment shows a high similarity of the residues involved in ligand binding. Although both proteins share significant binding site similarities, a purely sequence-based approach cannot retrieve the detected similarities. We compared this query to sites of a PDB subselection, only consisting of structures in complex with known drugs. To further decrease the number of relevant matches, this restriction led to similar sites in complex with known drugs of mammalian proteins, but also proteins from different viral strains (e.g., Hepatitis C. Enterovirus A) which enable further in-depth investigations.

The SARS-CoV-2 Papain-Like Protease

Another viral target of interest is the papain-like protease (PLpro) from SARS-CoV-2 (e.g., PDB ID 6lu7). In this case, a more elaborate strategy had to be pursued (Figure 3). Applying SIENA to compare the target site to related binding sites, only matches with coronavirus proteins were found. Therefore, we followed the same approach as applied for Mpro, i.e., modeling binding site properties and comparing them with GeoMine. Promising similarities were found to the binding sites of the human proteasome. Intriguingly, it was shown before that proteasome inhibitors impair SARS replication. They are commonly used for the management of hematological malignancies. However, they show a considerable cytotoxic effect which hampers a re-purposing strategy with the established workflow for the active site.
However, papain-like proteases from SARS-CoV are also known to antagonize the host innate immune response by reversing the post-translational modification of proteins conjugated with ubiquitin-like interferon-stimulated gene product 15 (ISG15). A complex structure of both proteins (PDB ID 4mm3) could be extracted from our SIENA results. Due to the mode of action, we would suspect that this is a transient complex which should be easier to address by small molecules than a permanent one. The ProteinsPlus tool HyPPI also predicts a transient interface for the SARS-CoV structure in complex with human ISG15 with a probability of 92%. The binding of a molecule at the interaction interface of PLpro and human ISG15 might diminish the anti-immune effect. We applied DoGSiteScorer to our PLpro structure and identified 13 pockets. The pocket predicted most druggable is that of the co-crystalized ligand. We screened the remaining pockets for those with interface residues of the above described transient protein-protein interaction. The residues of the fourth-smallest pocket are part of the interface. Although this pocket has a comparably lower druggability score, we applied SIENA for an initial flexibility analysis. Most of the similar sites showed an overall all-atom RMSD below 1 Å and modeling of the binding site residue properties to generate GeoMine queries is applicable. Thus, this newly identified pocket of PLpro might serve as a new starting point for further repurposing analyses.
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**PROTEINSPLUS SUPPORTS THE SEARCH FOR DRUGS**

During the last six months, the number of visitors to the ProteinsPlus web server increased by 80% to now about 3,600 visitors per month with more than 20,000 page views highlighting the supporting role of ProteinsPlus for COVID-19 research. In joint projects, such as our collaboration in a large consortium of scientists concerned with the identification of novel leads and drugs to cope with COVID-19 [8], ProteinsPlus tools can provide important insights. The two examples nicely illustrate the manifoldness and the complementing character of the ProteinsPlus tools. The web server helps to investigate protein binding sites in a comprehensive way and provides quick access to novel insights into yet unexplored targets. The application of the presented tools will hopefully foster the progress in our current endeavor to repurpose known drugs for application to the inhibition of the described proteases.

**FIGURE 3:** In silico workflow for the discovery of drugs with an inhibitory effect on the functions of the SARS-CoV-2 papain-like protease (PLpro).
The coronavirus disease 2019 (COVID-19) pandemic, caused by the novel severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), is an ongoing global health threat with more than thirty million infected people, since its emergence in late 2019. Detailed knowledge of the molecular biology of the infection is indispensable for the understanding of the viral replication, host responses, and disease progression. Ultimately, this knowledge should lead to novel therapeutic interventions, which can ameliorate or suppress the disease progression.

We have teamed up with the labs of Prof. Dr. Markus Landthaler from MDC and Prof. Dr. Christian Drosten from Charité. The experimental teams infected three human cell lines with SARS-CoV (which caused the outbreak of the severe acute respiratory syndrome from 2002-2004) and the, currently pertinent, SARS-CoV-2. To get the insight about the dynamics of the infection, they have profiled the infection time course using bulk and single-cell RNA sequencing [1].

Gene expression profiles of SARS-CoV and SARS-CoV-2 infections in three human cell lines were established using bulk and single-cell transcriptomics in order to follow the transcriptome dynamics during the infection process and to identify potential drug targets. Applying the robust and reproducible PiGx pipeline we were able to identify potential candidate relevant for the infection and as a potential drug target.
This previous experience in handling infectious single cell data, enabled us to promptly jump to the task at hand. We have analyzed the datasets using our robust and reproducible PiGx pipeline (https://bioinformatics.mdc-berlin.de/pigx/). PiGx pipelines envelop the best practices tools for specific genomics analysis (such as single cell RNA sequencing or ChIP-seq) with GUIX – a deterministic software management system [6]. GUIX provides a bit-for-bit reproducibility of the whole dependency tree, therefore enabling completely reproducible workflow execution on any computing environment.

Governed by our previous work, we have elucidated the dynamics of signalling pathway activation during the viral infection; and looked at the differences in the host cell response to SARS-CoV-2, with respect to SARS-CoV-1. These analyses revealed a broad induction of interferon-ON stimulated genes. Unexpectedly, the induction was much more potent during the infection with SARS-CoV-2 than SARS-CoV. In addition, the temporal resolution of transcriptional responses suggests that the interferon regulatory factor activities are followed by a strong activation of the nuclear factor-κB (NF-κB) pathway. The activation of the NF-κB pathways causes an induction of pro-inflammatory cytokines (such as interleukin 6, and tumor necrosis factor), which are biomarkers for the severity of the COVID-19 disease [2].

As a negative control, we have infected a cell line model (H1299) which does not express neither the SARS-CoV-2 receptor protein ACE2; nor the membrane bound TMPRSS2 enzyme, needed for activation of the SARS-CoV2 viral particle. To our surprise, both the SARS-CoV-2 and SARS-CoV-2 managed to infect a subpopulation of cells in the cell culture. The infection was however, extremely slow, giving us a snapshot of early transcriptional changes happening just after the viral entry. Through the comparison of infected and uninfected subpopulations, we have noticed a higher expression of the heat shock protein 90 (HSP90) in the infected cells. HSP90 is a well known protein chaperone. It is one of the central cellular helper proteins facilitating protein folding, intracellular transport, and degradation of proteins. HSP90 also safeguards the cell from endoplasmic reticulum stress (ER stress). ER stress happens when a large amount of newly synthesized mRNAs start getting translated on the endoplasmic reticulum membrane - like when a virus starts the production of a large amount of its constituent proteins. Coronavirus infections readily cause ER stress. Following this observation, we surmised that by inhibiting HSP90 function might, we ameliorate the SARS-CoV-2 infection. HSP90 is one of the most upregulated proteins in many cancers, and several highly specific compounds have therefore been developed for perturbing its function. We have tested a set of inhibitors on both the cell line models, and primary patient lung epithelial cells infected with SARS-CoV-2. All of the HSP90 inhibitors significantly reduced the progression of viral infection, already in nanomolar concentrations. Furthermore, the compounds did not perturb the activation of the antiviral interferon response, while substantially decreasing the activation of the NF-κB, and the pro-inflammatory cytokines.
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This project was made entirely possible through strong scientific collaborations established while doing basic biological research. The well polished interactions, between the three laboratories, enabled a prompt reaction, and adaptation to the new challenge. Our findings underscore the importance of well established laboratory practices and reproducible computational processes, as well as the existence of stable infrastructure, for the swift execution of high quality research.
The European Galaxy Team, in collaboration with the UK’s Diamond Light Source, has developed numerous computational tools and workflows for virtual screening of drug candidates against target proteins. In response to the COVID-19 pandemic, these were run using de.NBI infrastructure to develop a shortlist for chemical compounds with the potential to block the activity of the SARS-CoV-2 main protease.

As a result of the COVID-19 pandemic, many resources have been invested into finding a therapeutic for the disease. Efforts to develop vaccines to confer immunity on the population have in particular received attention. Another potential avenue would be developing an antiviral drug, which would chemically interact with one or more of the components of the virus, blocking its function and rendering the virus inactive. The SARS-CoV-2 virus is made up of 29 different proteins, several of which are considered potentially ‘druggable’ (i.e., it might be possible to interfere with their function by means of a drug). One which has received much attention is the so-called ‘main protease’.

WHAT IS THE SARS-CoV-2 MAIN PROTEASE?

A protease is an enzyme which has the function of breaking down other proteins into smaller parts. When the SARS-CoV-2 virus is replicated within a human cell, many of the so-called ‘non-structural proteins’ are synthesised as part of long polypeptide chains. The main protease (Figure 1) has the essential role of splitting these polypeptide chains into the individual proteins, which have various different roles in the viral life cycle. If it were possible to block the action of the main protease (often referred to as Mpro) with a drug, the synthesis of these non-structural proteins would also be prevented, thus stopping the virus from replicating. The best way to do this is to find a molecule capable of binding to the active site of the protein, therefore preventing the polypeptide chain from entering and being broken down.

Another good reason to focus on the main protease is that the equivalent, very similar protein in the original SARS coronavirus was already the subject of much research, so there is already a knowledge base which helps to understand the SARS-CoV-2 main protease.

VIRTUAL SCREENING FOR SARS-CoV-2 DRUG DEVELOPMENT

using open research and compute infrastructures
WHAT IS VIRTUAL SCREENING?

Drug development is a costly and time-intensive process; the number of molecules which could potentially act as drugs is unimaginably large and testing all of them experimentally is not feasible. ‘Virtual screening’ is a solution to this problem, in which a list of candidates is first tested ‘virtually’ (in silico) via computational methods (e.g. chemical simulations) and then the best-performing candidates can then be purchased from chemical suppliers for laboratory in vitro or in vivo tests.

HOW CAN A LIST OF CANDIDATES BE OBTAINED FOR VIRTUAL SCREENING?

In this project fragment screening was used, in collaboration with the Diamond Light Source (Figure 2) in Oxfordshire, UK, to help suggest molecules that would be likely to bind to the main protease binding site. Fragment screening is an experimental method in which protein crystals are exposed to many samples of small molecules (‘fragments’) to see which are successfully taken up into the protein structure, usually into the active site. These crystals can then be used to produce ‘crystal structures’ - effectively, a series of three-dimensional images of the protein, each with one of the fragments in the protein active site. The Diamond Light Source has developed a system named the Fragalysis fragment network which can be used to expand a list of fragments into a comprehensive list of drug candidates which contain one or more of the fragments within their molecular structure.

The Diamond Light Source had already performed fragment screening of the main protease at extremely rapid speed by the end of March 2020, building on the crystal structure of the main protease, released in January this year by Prof. Dr. Zihe Rao. After generating their own protein crystals, the scientists at Diamond were able to confirm the protein active site was empty and accessible - perfect for fragment screening. Indeed, the first 600-crystal experiment was completed in 72 hours, through growing large numbers of crystals, optimising the soaking conditions, soaking and harvesting all 600 crystals and completing the data collection run. The list of fragment hits (successfully bound fragments) from this initial run and other details were pre-released on March 6th. By the 24th of March, the entire experiment was complete, and the results made publicly available, with a total number of active site fragments of 71.

An initial list of around 42,000 candidate molecules was assembled by using Fragalysis to elaborate from the initial fragment hits. The fragment network takes a large set of compounds (in this case, the fragment hits), and splits them up into smaller parts. These fragments form the nodes in a graph network. The edges between these nodes describe how the fragments of molecules can be linked together to make new molecules. From this information, we know how we can change a molecule by searching the network for new fragments to add to an initial hit, with transformations described along the edges in the graph network.

After this list of compounds had been produced using Fragalysis, some processing steps were required:

- Compounds can sometimes exist in different ‘charge states’, i.e. some of the atoms may be positively or negatively charged, or they may all be neutral. Each of these will have a different chemical behaviour, so it was necessary to generate all charge states that could potentially exist in a typical biological environment.
- Molecules are generally depicted by chemists as 2D drawings on a page (or in a computer database) but in the real world they exist in three-dimensional space, just like the main protease for which the screening was performed. Therefore, 3D conformations (shapes) were also generated for each of the charge states.

The full list of compounds was then passed to the main part of the workflow, protein-ligand docking.

The flexibility of open research infrastructures, such as the Galaxy project, makes it possible to complete large projects at a short time-scale, as required to combat a public health emergency like the COVID-19 pandemic.

WHAT IS PROTEIN-LIGAND DOCKING?

One method that can be used for virtual screening is protein-ligand docking. (Ligand here refers to a small molecule, such as a drug, which binds to a protein.) This involves computationally simulating the optimal position of a molecule in the active site of the protein. The docking procedure can either generate a single ‘pose’ for the molecule, or multiple different possibilities - in this project, 25 poses were generated for each of the molecules generated by Fragalysis, using a piece of open-source software called rDock (Figure 3).

The full list of compounds was then passed to the main part of the workflow, protein-ligand docking.
HOW ARE THE DOCKING POSES EVALUATED?

One problem is that docking provides the poses without itself evaluating their quality (e.g. how realistic it is that the molecule binds in this way). Therefore, some other method is needed to determine pose quality. We used two different techniques:

- TransFS is a method based on deep learning techniques. There are large databases of protein-ligand binding data and structures available online which can be used to train an algorithm to distinguish ‘good’ and ‘bad’ binding poses. The model which is generated by this process can then be used to test new, unknown protein structures (like the docking poses generated) for the quality of the protein-ligand binding. A crucial element of the TransFS training procedure is that a large number of ‘junk’, randomly generated ligand structures are fed into the model, so that it learns to successfully classify poor binders as well as good ones.

- The SuCOS method compares the poses directly with the fragments. As each of the candidate molecules contains at least one of the fragments, the poses should be similar to the positions of the original fragments from the fragment screen. As a result of this close collaboration, and the scale of the compute infrastructure available. Initial results from the virtual screening were ready by the 4th of March - two days before Diamond publicly released the first results from the fragment screen. This demonstrated the flexibility of open research infrastructure, like the Galaxy project, which makes it possible to assemble and complete large projects at short time-scales, as required to effectively combat a public health emergency like the COVID-19 pandemic.

WHAT ARE THE NEXT STEPS?

Obtaining SuCOS and TransFS scores for each of the poses allows ranking of all molecules. Our next aim, in collaboration with our experimental partners at the Diamond Light Source, is to purchase some of the top-ranking compounds from chemical suppliers in order to perform in vitro experiments, such as ligand binding assays, which will help to assess experimentally which of the compounds are effective at binding to the main protease.

Facts and figures:

- 7 crystal structures
- 42,000 candidate molecules for testing
- 159,000 candidates (including charge forms)
- 25 poses per candidate
- 10,000 docking jobs running in parallel
- Total poses generated: 17 x 159k x 25 = 67 million
- 10k CPUs used, 20 GPUs, total of over 25 years CPU time

Each of the steps of the analysis were combined into a workflow using Galaxy, a popular workflow management system in computational biology. This enabled the entire virtual screening procedure to be launched at the click of a button – new workflows could be easily started, as soon as new data became available. A schematic of the entire workflow is provided in Figure 4.

Furthermore, performing the screening as part of a Galaxy workflow allowed access to the compute resources provided by the European Galaxy server, https://usegalaxy.eu. These resources consist of a network of compute nodes, distributed across multiple European countries, to which individual calculations could be sent (Figure 5). As the nature of this project required a very high level of computational resources, the possibility of spreading the jobs across multiple servers was helpful in reducing the time needed for workflow completion. The project was carried out in close collaboration with the administrators of the European Galaxy server and of local compute centers.

HOW WAS THE PROJECT MANAGED?

The usegalaxy.eu compute nodes across Europe. Source: https://pulsar-network.readthedocs.io/
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For the interactive platform for data analytics and image processing, KNIME (knime.com), the Erfle Group at University Heidelberg offers de.NBI workflows for the systematic phenotyping of human cells. These workflows have been used for large scale imaging analysis in siRNA screens. In the current COVID-19 pandemic, we contribute to the search of suitable druggable target genes and proteins. This article gives further details about these KNIME workflows and the scientific approach.

**SARS-CoV-2 Treatment**

At the end of last year, cases of severe pneumonia of unknown cause in Wuhan, China, associated with SARS-like acute lung failure (Acute Respiratory Distress Syndrome, ARDS), were observed on an increasing basis. In January 2020, next generation sequencing was used to identify a new coronavirus (SARS-CoV-2) [1] that causes this disease, which was then called COVID-19 [2]. SARS-CoV-2 is highly contagious, spread quickly and is responsible for the current global pandemic. Further COVID-19 patients with ARDS can deteriorate rapidly and die due to sepsis or multiple organ failure [3, 4]. The overall mortality of hospitalized patients has been reported to be between 2.3% [5] and 11% [4]. As of now, there is no established therapy for COVID-19. Clinical trials for vaccine and drug candidates are still ongoing with open outcome. Treatment is mainly based on supportive and symptomatic measures, such as the treatment of organ failure and secondary infections [3, 5]. It is therefore absolutely essential to quickly develop alternative therapies that prevent SARS-CoV-2 infection and replication. Different attempts have been made in the past months: first, the development of passive vaccinations from plasma of recovered COVID-19 patients is one possibility. However, such monoclonal antibody cocktails for the high demand, as now for COVID-19, cannot be produced in large quantities. Thus, a promising alternative for COVID-19 therapy is to use clinically tested active ingredients that are developed to treat other diseases. Information about such active ingredients and their targets is collected in extensive databases (such as Drugbank, ChEMBL, TTD, PharmGKB, BindingDB, PubChem, etc.). The experimental screening of active substances already led to identification of clinically approved active substances, which application inhibited the pathogenic coronaviruses MERS-CoV and SARS-CoV-1 was demonstrated in experimental model systems [9]. The group of Holger Erfle at University Heidelberg has joined forces with the groups of Rainer König and Sandra Ciesek at the University Hospitals in Jena and Frankfurt to set up the project ‘SARSiRNA’, in which a screening approach, druggable genome screening, is used to identify genes whose knockdown will potentially increase the survival of infected host cells.

**SARSiRNA – Our Contribution to Finding Suitable Drug Targets**

Like all positive-strand RNA viruses, SARS-CoV-2 is dependent on host factors been discovered that inhibit Ebola virus glycoproteins such as ZMapp, mAb114 [6] and REGN-EB3 [7] prevent the uptake of Ebola virus into host cells, and actually reduced mortality in Ebola patients [8]. However, such monoclonal antibody cocktails for the high demand, as now for COVID-19, cannot be produced in large quantities. Thus, a promising alternative for COVID-19 therapy is to use clinically tested active ingredients that are developed to treat other diseases. Information about such active ingredients and their targets is collected in extensive databases (such as Drugbank, ChEMBL, TTD, PharmGKB, BindingDB, PubChem, etc.). The experimental screening of active substances already led to identification of clinically approved active substances, which application inhibited the pathogenic coronaviruses MERS-CoV and SARS-CoV-1 was demonstrated in experimental model systems [9]. The group of Holger Erfle at University Heidelberg has joined forces with the groups of Rainer König and Sandra Ciesek at the University Hospitals in Jena and Frankfurt to set up the project ‘SARSiRNA’, in which a screening approach, druggable genome screening, is used to identify genes whose knockdown will potentially increase the survival of infected host cells.

**‘SARSiRNA’ – Our Contribution to Finding Suitable Drug Targets**

Like all positive-strand RNA viruses, SARS-CoV-2 is dependent on host factors
For entry, viral gene expression, virion assembly and release [10]. If a part of this machinery is inhibited, the virus cannot complete its replication cycle which in turn prevents the destruction of the cell and virus spread. Using the druggable genome screening approach we aim to identify key host factors that play a role in the virus life cycle. Human cells have evolved in such a way that they can compensate for the failure of individual proteins to maintain cellular fitness. This means that individual host factors can, if necessary, be replaced by alternative pathways. In the SARSiRNA project, we use systems biology approaches to identify host factor dependency modules and to determine drug combinations with which these mechanisms can be blocked synergistically.

For the high throughput screening schematically depicted in Figure 1, we use a library targeting the druggable genome by small interfering RNA (siRNA) fragments [11, 12]. After transfection into the cells, siRNAs bind to the mRNA of a specific gene and inhibit their translation. First, this library is distributed to microwell plates. In each well one mRNA is targeted by specific siRNA sequences. For each gene three different siRNA sequences are applied, each in an individual well. As a host model, human epithelial colorectal adenocarcinoma, Caco-2 cells) is used. This model system allows permissive SARS-CoV-2 replication and was used for proteome analysis and antiviral screening [13, 14]. Caco-2 cells are seeded into the microwell plates to allow the internalization of the siRNA, and subsequently infected with different SARS-CoV-2 isolates [15]. Under normal circumstances permissive cells infected with SARS-CoV-2 display cytototoxicity related morphological changes (CPE) that leads to cell death. However, if a host factor essential for the virus is missing, the cells are protected and survive. This can be microscopically observed and quantified by high throughput image acquisition and image processing [16]. For the quantification of image data, we implement the systematic phenotyping workflows for KNIME provided by de.NBI (see below).

Together with the department of Sandra Diesel, the screening is conducted for over 9,000 druggable gene targets, each mRNA addressed by three different siRNA sequences independently in order to minimize off-target effects. From the proteomics data and image data a SARS-CoV-2-specific protein interaction network is constructed by the group of Rainer König. In this way, more effective active ingredients can be determined, the effects of which can be precisely embedded in the relevant pathways.

FIGURE 1: Schematic of the screen. Individual druggable genes are knocked down by siRNA sequences, the effects are observed microscopically in multiwell plates in high-throughput. The resulting images are analyzed with de.NBI tools. Protein interaction networks are constructed and possible drugs identified.

FIGURE 2: KNIME workflow for phenotypic classification. The workflow consists of interconnected nodes, each performing a processing step which can be configured by the user.

de.NBI TOOLS ARE CRUCIAL FOR SARSiRNA

The image processing and quantification workflows for systematic phenotyping used in this project are constructed in KNIME, the Konstanz Information Miner (www.knime.org) and implement the KNIME image processing plugins based on ImgLib2 among others. In this interactive data analysis software, individual processing steps, represented as nodes, can be interconnected to complete processing pipelines and workflows. The workflows applied in this project is shown in Figure 2. Images are loaded and segmented for cellular objects, from which a set of features is calculated. These features can be statistical or geometrical features. Tamura features or Haralick features. In exemplary images the user can define a set of phenotypic classes and assign exemplary objects to each class by marking these objects within the image. This is exemplarily shown in Figure 3. The workflow then includes learning the feature distribution for each class and classifying novel untrained objects accordingly. This results in a characterization of observed phenotypes for each condition. Furthermore, additional information of the screen, metadata, based on the filname and provided in additional spreadsheets is associate with the data. Tables listing the features and classifications for each object along with its condition. Furthermore, additional information of the screen, metadata, based on the filname and provided in additional spreadsheets is associate with the data. Tables listing the features and classifications for each object along with its associated metadata as well as grouped results can be written to spreadsheets for further analysis. Results can be visualized as shown in Figure 4.
FIGURE 3: Exemplary images. Left the original microscopic image is shown, in the middle the resulting segmentation. On the right side, the user can assign phenotypes to exemplary cells in order to train the workflow. All untrained cells are then classified based on this assignment.

FIGURE 4: Phenotypic occurrences of morphologic siRNA controls in Caco-2 cells analyzed by the workflow in Figure 2 after training. Knock down of INCENP leads to an increase of polylobed nuclei, of PLK1 and KIF11 to prometaphase arrest. In mock conditions without siRNA, non-coding siRNA and without any treatment, no specific phenotypic occurrences can be observed.
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The COVID-19 pandemic has caused immense time pressure to analyse molecular biological data related to the new coronavirus. The German Network for Bioinformatics Infrastructure (de.NBI) helps to cope with this challenge – with bioinformatics tools, online training and a powerful cloud infrastructure. To take a closer look at the role of the de.NBI network in COVID-19 and SARS-CoV-2 research, Irena Maus, who is responsible for public relations at the de.NBI Administration Office, interviewed the de.NBI Coordinator Alfred Pühler and the Head of Node of ELIXIR Germany Andreas Tauch.

**ALFRED PÜHLER:** The German Network for Bioinformatics Infrastructure was established by the Federal Ministry of Education and Research in 2015 to provide researchers in the life sciences with an appropriate infrastructure for the analysis of large amounts of data. The network currently counts more than 300 scientists and consists of 40 projects located in eight service centres. The eight service centres are thematically oriented and cover various sub-disciplines in the life sciences, including all aspects required for data-based medicine.

The infrastructure set up in the de.NBI network covers the areas of service, training and compute. In the service area, a variety of analysis programmes are available to evaluate life science data. Closely connected to the service area is the training area, which teaches the users of de.NBI services in handling analysis programmes and scientific results achieved. In the compute sector, the de.NBI network plays an important role by establishing the de.NBI Cloud for data analysis of de.NBI customers.

**IRENA MAUS:** Professor Pühler, in the last five years, the de.NBI network has built up an extensive bioinformatics infrastructure. What are the outstanding features of the de.NBI network?

**ALFRED PÜHLER:** The German Network for Bioinformatics Infrastructure is a national, academic and non-profit infrastructure providing bioinformatics service and training to users in life science research and biomedicine in Germany and Europe.

**IRENA MAUS:** Can you characterize the areas of service, training and compute in more detail to generate a better understanding of the de.NBI network?

**ALFRED PÜHLER:** The service area of the de.NBI network provides almost 150 different services, most of them as analysis programmes and workflows that are intended for the interpretation of life science data sets. Potential de.NBI users are referred to the supervisors of the respective services via the de.NBI websites or the de.NBI helpdesk, with the goal to provide information for the proper use of specific analysis programmes. In the training area, training courses for the use of the above-mentioned analysis programmes are provided. In total, the de.NBI network offers more than 70 training courses per year. In the last five years, more than 6,000 de.NBI users have already been trained. In the meantime, the compute area has gained special importance. Here, at six locations in Berlin, Bielefeld, Freiburg, Gießen, Heidelberg and Tübingen, thanks to an extensive BMBF funding, a federated de.NBI Cloud has been established, which is available free of charge to all life science researchers. This de.NBI Cloud enjoys general popularity. More than 300 projects could be calculated on the de.NBI Cloud. In the meantime, the 1000th de.NBI Cloud user has already been registered.

**IRENA MAUS:** Triggered by the corona pandemic, COVID-19 research has become very important. What is the role of the de.NBI network in COVID-19 research questions?

**ALFRED PÜHLER:** The current corona pandemic represents a major challenge for our society and therefore requires special attention by established scientific organizations. Molecular biological research on SARS-CoV-2 viruses should be advanced, epidemiological aspects of the infection process needs a better understanding and the course of COVID-19 diseases has to be analyzed. In addition, efforts must be made to develop drugs to treat patients and to produce suitable vaccines. All these research areas generate large amounts of data, which only reveal their value after careful bioinformatics analysis. The evaluation of large amounts of data is one of the main focuses of de.NBI and therefore, the network was prepared to step into the analysis of COVID-19 research data. The de.NBI network has thus passed the acid test. It was able to react at short notice to the current demand for data analysis programmes.
Elvira Germany and ELIXIR
______________________________
is an intergovernmental organisation that brings together life science resources from across Europe. ELIXIR Germany is the national Node of the European ELIXIR infrastructure since 2018.

IRENA MAUS: How is ELIXIR Germany contributing to the European COVID-19 Data Portal?

ANDREAS TAUCH: The COVID-19 Data Portal brings together and continuously updates the relevant COVID-19 datasets and tools. ELIXIR Germany has rapidly established a task force to address the challenges arising from managing human omics data in the COVID-19 context within Germany. The task force is managed by Prof. Dr. Peer Bork from EMBL-Heidelberg and brings together expertise from the German COVID-19 OMICS Initiative DeCOI. ELIXIR Germany participates in regular administrative meetings of the National Coordinating Team of the COVID-19 Data Portal. We are therefore involved in scientific and strategic decisions that will shape the future development of the COVID-19 Data Portal.

IRENA MAUS: How was it possible to implement the European COVID-19 Data Portal so quickly?

ANDREAS TAUCH: We currently have 23 countries in ELIXIR, and we work together for several years with the ELIXIR Hub in Hinxton using a ‘Hub and Node’ model. The ELIXIR Hub is like a headquarter, and the national node is generally a network of organisations that works within a member state. The German ELIXIR node was built on the governance of the de.NBI network and it thus uses established decision-making processes. Likewise, the Heads of Nodes meet regularly on the European level to develop ELIXIR’s scientific and technical knowledge in ELIXIR is thus based on a European network of experts. The European response to the COVID-19 pandemic is therefore an excellent example of the value of established bioinformatics infrastructures that goes beyond the initial goals for the good of the society.
ELIXIR, the European Life Science Infrastructure for Biological Information was founded in 2014 as an intergovernmental organization and brings together life science resources from across Europe. The consortium currently consists of 23 members. ELIXIR Germany is the German Node of ELIXIR since 2016. The node is run by members of the German Network for Bioinformatics Infrastructure (de.NBI). The infrastructure of ELIXIR Germany is represented by eight service units distributed across Germany and the associated EMBL Heidelberg. ELIXIR Germany is coordinated from Bielefeld University and funded by the German government. The National Node is led by the Head of Node Prof. Dr. Andreas Tauch.

"ELIXIR demonstrates the European spirit through sharing data and expertise while agreeing on best practices."

Vera Ortseifen
Node Coordinator
vera@cebitec.uni-bielefeld.de
www.denbi.de/elixir-de
In addition to national activities, ELIXIR Germany supports European COVID-19 initiatives like the European COVID-19 Data Platform. The Portal facilitates open data sharing and analysis in order to accelerate coronavirus research by comprehensive presentation of resources relevant to COVID-19. The Data Platform provides researchers and public health experts not only with sequences resulting from research activities, but also with structural, expression, clinical and epidemiological data as well as an extensive collection of literature. In order to support the European COVID-19 Data Portal de.NBI/ELIXIR-DE established a task force for COVID-19 human omics data management and international dissemination. This task force is coordinated by Peer Bork (EMBL Heidelberg) and addresses the challenges arising from managing human omics data in the COVID-19 context within Germany:

The task force engages national communities, such as GHGA (led by the de.NBI members Oliver Stegle, Oliver Kohlbacher and Jan Korbel) or DeCOI (German COVID-19 OMICS initiative), in order to FAIR-ify generated COVID-19 data and improve data exchange in the European context. Ultimately, this supports researchers and public health experts by making this essential research data accessible to the international community.